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Introduction 

Eye Movements during Reading 
It is well known that eye movements provide an indi-

cation of language processing because they are affected 
by lexical variables such as word frequency (the norma-
tive frequency of occurrence in a text corpus). Specifi-
cally, eye fixation times are longer on low-frequency 
words than on high-frequency words (Rayner, 1998). 
Rayner and Well (1996) also found that the predictability 
of target words has a strong influence on eye movements 
during reading. In their experiment, subjects fixated low-
predictable target words longer than they did either high- 
or medium-predictable target words. Kliegl, Grabner, 
Rolfs, and Engbert (2004) also found the effect of word 

length, frequency, and predictability on inspection dura-
tions during reading. 

 

Estimating Word Predictability during Reading 
Typically, predictability is determined by the cloze 

task procedure (Taylor, 1953), in which subjects are 
asked to guess a word in a sentence from the prior sen-
tence context.  High-predictable words often reach 
probabilities of correct guessing between.70 and .90, 
whereas the probabilities for low-predictable words are 
below .10. Several computational alternatives, such as 
transitional probability (TP) by McDonald & Shillcock 
(2003), surprisal by Demberg & Keller (2008), co-
occurrence probability (CCP) by Ong & Kliegl (2008) 
and Latent Semantic Analysis (LSA) by Wang, Pomplun, 

Object Frequency and Predictability 
Effects on Eye Fixation Durations in Real-

World Scene Viewing 
Hsueh-Cheng Wang  Alex D. Hwang  Marc Pomplun 

University of Massachusetts at Boston 

During text reading, the durations of eye fixations decrease with greater frequency and 
predictability of the currently fixated word (Rayner, 1998; 2009). However, it has not been 
tested whether those results also apply to scene viewing. We computed object frequency 
and predictability from both linguistic and visual scene analysis (LabelMe, Russell et al., 
2008), and Latent Semantic Analysis (Landauer et al., 1998) was applied to estimate pre-
dictability. In a scene-viewing experiment, we found that, for small objects, linguistics-
based frequency, but not scene-based frequency, had effects on first fixation duration, gaze 
duration, and total time. Both linguistic and scene-based predictability affected total time. 
Similar to reading, fixation duration decreased with higher frequency and predictability. 
For large objects, we found the direction of effects to be the inverse of those found in read-
ing studies. These results suggest that the recognition of small objects in scene viewing 
shares some characteristics with the recognition of words in reading.  

Keywords:  Scene  viewing, word frequency, word predictability, 
LabelMe, Latent  Semant ic  Analysis 

 
 

 

DOI 10.16910/jemr.3.3.3 ISSN 1995-8692This article is licensed under a
Creative Commons Attribution 4.0 International license.



Journal of Eye Movement Research Wang, H. C., Hwang, A. D. & Pomplun, M. (2009) 
3(3):3, 1-10  Object Frequency and Predictability Effects on Eye Fixation Durations in Real-World Scene Viewing 
  

2 

Chen, Ko, & Rayner (2010) and Pynte, New, & Kennedy 
(2008) are used to predict eye movement behavior during 
reading. 

LSA & Eye Movements in Reading 
LSA is a theory and method for extracting and repre-

senting the contextual-usage meaning of words by statis-
tical computations applied to a large corpus of text (Lan-
dauer & Dumais, 1997). To construct an LSA computa-
tion, a term-to-document matrix is first established from a 
corpus that embodies mutual constraints of semantic 
similarity of words. To solve these constraints, a linear 
algebra method, singular value decomposition (SVD), is 
applied to reduce the dimensions of the original matrix. 
The meaning of each word or passage is then represented 
as a vector in the resulting semantic space. LSA has been 
very successful at simulating a wide range of psycholin-
guistic phenomena, from judgments of semantic similar-
ity to word categorization to discourse comprehension 
and judgments of essay quality (see Jones & Mewhort, 
2007, for a review). It was tested on word predictability 
in the study by Wang et al. (2010), who reanalyzed the 
predictable/unpredictable target words from Rayner, 
Ashby, Pollatsek, & Reichle (2004). The results indicated 
that the predictable/unpredictable words determined by a 
cloze task can be distinguished by LSA. Wang et al. also 
suggested that LSA estimates higher-level lexical proc-
essing in reading because LSA influenced late processing 
measures, making it a complementary tool for deriving 
word predictability ratings. 

Measures of Processing Time  
To investigate eye movement behavior in reading, re-

searchers typically use word-based measures such as 
across-subject averages of how often and for how long 
individual words are fixated. A number of word-based 
measures have become the standard (see Reichle, Rayner, 
and Pollatsek, 2003, for a review), including first fixation 
duration (FFD, the duration of the first fixation on a word 
independent of whether it is the only fixation on a word 
or the first of multiple fixations on it), gaze duration (GD, 
the sum of all fixation durations prior to moving to an-
other word), and total time (TT, the duration sum of all 
fixations on a word including regressions). 

Real-World Scene Viewing 
The influence of semantic factors on fixation time 

during scene viewing has been studied (Loftus & Mack-

worth, 1978; Friedman, 1979; Antes & Penland, 1981; 
De Graef et al., 1990; Henderson et al., 1999; Holling-
worth et al., 2003; Henderson & Ferreira, 2004; Võ & 
Henderson, 2009; see Nuthmann, Smith, Engbert, & 
Henderson, 2010, for a review). These studies have in-
vestigated the semantic consistency of a specific object 
with its scene context. The general finding is that total 
fixation times were longer for anomalous than for seman-
tically consistent objects in scenes. 

Estimating Object Predictability during Scene 
Viewing 

It is important to notice that semantic consistency in 
the above studies is not equal to predictability as defined 
in reading studies. When computing predictability meas-
ures for words, subjects are given the sentence context 
and are asked to guess the next word. This assessment of 
how predictable a word is differs from determining how 
well the word fits into the sentence or context. Unlike 
words in a sentence, objects in a real-world scene do not 
line up from left to right and do not impose any particular 
sequence of processing. It is thus impossible to compute 
predictability in real-world scenes in a way that is en-
tirely analogous to the one used in reading studies. There-
fore, our study attempts to estimate predictability using 
LSA (see below for details) for all available objects in a 
scene, which is similar to estimating the semantic consis-
tency of these objects with the scene. Although, due to 
the intrinsic difference between texts and scenes, this 
method cannot fully represent predictability as it is com-
monly computed in reading studies, it is a reasonable 
approximation that allows us to investigate the influence 
of semantic factors on fixation durations in scene viewing. 

Motivation and Objective 
It has not been tested whether frequency and predict-

ability effects apply to scene viewing in ways analogous 
to reading. One of the reasons for this fact may be that 
analyzing eye movements using object-based measures in 
scene images requires object segmentation. However, the 
results of automated segmentation and labeling of images 
are still unsatisfactory for such a purpose. To overcome 
this problem, we used the freely available LabelMe im-
age dataset (Russell, Torralba, Murphy & Freeman, 2008) 
containing a large number of scene images that were ma-
nually segmented into annotated objects. The locations of 
objects are provided as coordinates of polygon corners 
and are labeled by English words or phrases. These labels 
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allowed us to examine object fixations based on the fre-
quency and predictability of objects as determined by 
linguistic analysis as well as visual scene analysis. The 
goal of this study was to contrast the results of both ana-
lyses with previous data from reading research for a first 
comparison of semantic factors influencing fixation dura-
tion in scene viewing and reading. 

 

Figure 1. A dining room scene from the LabelMe data-
base. 

 

Methods 

Participants 
Twelve participants performed this experiment. All 

were students at the University of Massachusetts Boston, 
aged between 19 to 40 years old. Each participant re-
ceived 10 dollars for participation in a half-hour session. 

Apparatus 
Eye movements were recorded using an SR Research 

EyeLink II system with a sampling frequency of 500 Hz. 
After calibration, the average error of visual angle in this 
system is 0.5˚. Stimuli were presented on a 19-inch Dell 
P992 monitor with a refresh rate of 85 Hz and a screen 
resolution of 1024×768 pixels. Participants’ responses 
were entered using a game-pad. 

Materials 
A total of 200 images (1024×768 pixels, 40˚×30˚ of 

visual angle) of real-world scenes, including landscapes, 
home interiors, and city scenes, were selected from the 

LabelMe database (http://labelme.csail.mit.edu/, see Fig-
ure 1 for an example) as stimuli. Objects in each scene 
were annotated with corner coordinates of characteristic 
polygons defining the outline of the object shape and 
were labeled with English words. Each scene contained 
an average of 53.03 labeled objects (median = 40), cover-
ing 92.88% of the scene area. 

Procedure 
Following five practice trials, participants viewed the 

200 scene images in random order. For each trial, they 
were instructed to inspect the scene and memorize it as 
thoroughly as possible. After a five-second presentation 
of each scene, an English word was shown for three sec-
onds. Subjects had to manually report whether the object 
indicated by the word had been presented in the previ-
ously viewed scene. Target present and absent cases were 
evenly distributed among the 200 trials. 

Data Analysis 

Deriving Object Frequency and Predictability 
from Linguistic Analysis 

Since the objects in the LabelMe scenes are labeled as 
English words or phrases, we are able to derive object 
frequency and predictability from a text corpus and LSA, 
similar to reading studies. Object frequency was com-
puted from the British National Corpus (BNC).  

For predictability, we used the “basic level” (Rosch 
and Mervis, 1975; Oliva & Torralba, 2001) of scene 
structure to describe each image in the materials, such as 
“landscape”, “bedroom”, “dining room”, “office”, 
“street”, or “kitchen.” Object predictability was estimated 
using the LSA@CU (http://lsa.colorado.edu/) tool with 
the semantic space “General Reading up to 1st year col-
lege (300 factors).” Object labels and scene gist descrip-
tions in single English words were considered as “terms”, 
while those in English phrases were considered as 
“documents” for LSA computation. For example, the 
object label “dish washer” and scene gist “kitchen” used 
“document to term” as comparison type, and the result 
was 0.42. Since LSA computes the cosine value between 
two vectors, the highest value in LSA computation is one. 
The cosine value is usually close to zero for random vec-
tor pairs in a high-dimensional space. Sometimes, the 
labels in the LabelMe dataset are not consistently applied 
to the same objects, for example, a "computer screen" in 
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one scene could be labeled "monitor" in another one. 
Since the cosine value of the vectors representing “com-
puter screen” and “monitor” is high (0.6), we could still 
get similar results using LSA with different synonyms of 
labels. The resulting measure of predictability represents 
semantic consistency between an object and the gist of its 
embedding scene. 

Deriving Object Frequency and Predictability 
from Visual Scene Analysis 

Since the entire LabelMe database contains a large 
number of object labels, those labels can serve as a data 
source for computing frequency and predictability. The 
frequency of objects was accumulated across all available 
LabelMe scenes. 

To compute predictability based on scene data, we estab-
lished a semantic space using labels in LabelMe. There 
were 39,879 scene images and 303,033 annotated object 
labels (retrieved in February 2009). The objects with 
empty labels and the scene images without any object 
were excluded, which resulted in 39,724 scene images 
and 303,020 object labels. Since the labels were entered 
by a large number of contributors on the Internet, there 
existed different labels for identical objects (such as “car”, 
“SUV”, and “car occluded” for a car). We used a translat-
ing list (e.g. “car occluded” to “car”) provided by La-
belMe to reduce the variability of object labels. This 
translation reduced the number of distinct object labels 
from 10,696 to 7,373. 

We constructed a term-to-document matrix in which 
object labels served as terms and scene images served as 
documents. Subsequently, a term-to-document matrix 
containing 303,020 objects was established, and local 
weighting was performed (see Dumais, 1991). Local 
weighting is aimed at diminishing the influence of objects 
that are extremely frequent in an individual document. 
Often, researchers also apply global weighting to text 
corpora in order to reduce the importance of terms that 
occur in every document and therefore do not help to 
differentiate meaning, such as function words (“a” or 
“the”). However, we did not apply global weighting be-
cause the dataset of visual scenes was quite different 
from a typical text corpus. For example, object labels do 
not contain function words, which occur in every docu-
ment in a text corpus. The computation of local weighting 
is described in Equation 1 (Dumais, 1991). 

 Local weighting = log (term frequency + 1)       (1)     (1) 

Subsequently, dimension reduction was performed on the 
term-to-document matrix, and a “semantic space” was 
established. In this semantic space, each vector had 500 
dimensions, which is within the typical range for LSA 
studies (Landauer et al., 2007). To compute predictability, 
every object label and scene image was considered a vec-
tor in our LabelMe semantic space. We calculated the 
cosine value, representing semantic similarity, between 
the vectors of each object and its embedding scene image. 

Identifying Fixated Objects 
The proportion of the area in the selected scene im-

ages covered by annotated object regions was 92.88%. 
While this dense coverage is desirable for a comprehen-
sive data analysis, it has the disadvantage that many ob-
jects were occluded by others. In fact, 34% of all fixa-
tions in the present study were located in the intersection 
of two or more object regions, making it difficult to iden-
tify the actually fixated, i.e., visible object that occluded 
the others. Even when we identified background objects 
by their labels (e.g., “WALL”, “FLOOR”, or “CEIL-
ING”), the percentage of fixations with multiple object 
regions was still 22%. Therefore, we estimated the depth-
order of the intersecting objects based on the number of 
characteristic corners contributed to the intersection area 
by each object and the similarity of each object’s inter-
secting and non-intersecting parts in terms of their 
brightness (Histogram Intersection Similarity Method; 
Swain & Ballard, 1991). 

Data Selection 
There were a total of 19,767 objects fixated by all par-

ticipants in our experimental data. Since the cognitive 
processes underlying the fixation of foreground and 
background objects might be different, we excluded all 
1,512 cases in which background objects were fixated. 
We had to exclude another 677 cases because the labels 
of fixated objects were not included in the LSA@CU tool, 
resulting in a set of 17,578 remaining cases. Subsequently, 
we categorized these cases into high/low frequency, 
high/low predictability, and large/small object size 
groups by selecting the top and the bottom 6,000 cases 
for each variable. Only cases that were categorized by all 
three predictors (frequency, predictability, and size) were 
selected. This selection resulted in 5,816 cases in the lin-
guistic analysis and 5,951 cases in the visual scene analy-
sis. 
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Object Size 
In reading studies, there is a clear relationship be-

tween the probability of fixating a word and its length: As 
the length of a word increases, so does its probability of 
being fixated (see Rayner, 1998, for a review). In scene 
viewing, large objects tend to receive more fixations than 
small ones. In our experiment, small objects contained an 
average of approximately 3,400 pixels, while large ob-
jects contained an average of approximately 90,000 pix-
els (see Table 2 below). As shown in Tables 3 and 4, 
large objects received longer gaze duration and total time 
than small objects. The large objects might often have 
been larger than the observers’ perceptual span, and 
therefore multiple fixations were required to identify the 
object. In this study, we analyzed large and small objects 
separately. 

Correlations among Predictors 
The correlations among predictors acquired from lin-

guistic (represented by suffix ‘L’) and visual scene 
(marked by suffix ‘V’) analyses are shown separately for 
small and large objects in Table 1. We found that FreqL 
(object frequency derived from BNC) and FreqV (object 
frequency accumulated from LabelMe) were highly cor-
related in both small and large objects. Both FreqL and 
FreqV were weakly correlated with PredL, which is con-
sistent with reading studies. Moreover, both FreqL and 
FreqV were weakly correlated with PredV for small ob-
jects, but were somewhat correlated in large objects. This 
correlation might have been caused by not applying glob-
al weighting in the LabelMe semantic space. Therefore, 
although the influence of a highly frequent object in one 
scene was reduced by local weighting, highly frequent 
objects distributed across many scenes still received high 
predictability values. In addition, we found that Size was 
only weakly correlated with FreqL, FreqV, PredL, and 
PredV for either small objects or large objects, which 
means that object size did not significantly influence oth-
er predictors. 

 

Eye Movement Analysis 
We separated the raw data into four groups: linguistic 

analysis for small objects, visual scene analysis for small 
objects, linguistic analysis for large objects, and visual 
scene analysis for large objects. The data in these four 
groups were submitted separately to an analysis of vari-

ance (ANOVA) with frequency (low vs. high) and pre-
dictability (low vs. high) as within-subject factors. The 
average area covered by objects (number of pixels), the 
natural logarithm of frequency, and the cosine values 
indicating predictability of objects in each group are 
shown in Table 2. 

 

Table 1 
Correlation among predictors for small vs. large objects 

 FreqL FreqV PredL PredV Size 

FreqL － .494 -.032 .118 -.095 

FreqV .551 － .068 .141 .155 

PredL -.013 .049 － .108 .073 

PredV .340 .329 .149 － .050 

Size .174 .036 .108 -.033 － 

Note: The data for small and large objects are shown 
above and below the diagonal, respectively. FreqL is 
the natural logarithm of frequency from the British Na-
tional Corpus (BNC); FreqV is the natural logarithm of 
frequency accumulated from LabelMe; PredL is the 
cosine value between the target object and its scene 
gist computed by LSA@CU; PredV is the cosine value 
between the target object and its scene computed for 
the LabelMe semantic space; Size is the number of 
pixels enclosed in the polygon of an object provided by 
the LabelMe dataset. 

 

Table 2 
 The average area, frequency, and predictability of objects 

   Frequency Predictability 

 Size Pixels Low High Low High 

Ling Small 3,350 6.24 9.90 0.01 0.39 

Ling Large 99,504 6.56 9.88 0.02 0.42 

Visual Small 3,495 4.21 9.67 0.30 0.66 

Visual Large 89,134 4.45 9.75 0.28 0.68 

Note: Ling stands for linguistic analysis, and Visual 
stands for visual scene analysis; Pixels is the number of 
pixels enclosed in the polygon of an object provided by 
the LabelMe dataset. 
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Results and Discussion 

 

Linguistic Analysis – Small Objects 
 

First Fixation Duration (FFD). In this study, FFD is 
defined as the first fixation on an object, regardless of 
whether it is the only fixation on an object or the first of 
multiple fixations on it. The main effect of frequency was 
found to be significant, F(1, 11) = 5.60, p<.05, indicating 
that high-frequent objects received less fixation time than 
low-frequent ones. There was neither a main effect of 
predictability, F(1, 11) < 1, nor an interaction of the fac-
tors, F(1, 11) = < 1. The results of the FFD analysis in 
terms of mean values and their standard deviation are 
shown in Table 3. 

 

Table 3 
Summary of mean and standard deviation ( in ms) based on 
linguistic analysis 

Measurement Size Freq Pred Mean Std 
FFD Small Low Low 265 29 

   High 271 44 
  High Low 260 41 
   High 252 29 
 Large Low Low 260 35 
   High 269 37 
  High Low 260 46 
   High 268 34 

GD Small Low Low 302 36 
   High 301 52 
  High Low 288 40 
   High 285 45 
 Large Low Low 390 62 
   High 431 71 
  High Low 444 111 
   High 505 109 

TT Small Low Low 340 45 
   High 334 62 
  High Low 333 49 
   High 314 56 
 Large Low Low 496 79 
   High 576 102 
  High Low 582 127 
   High 694 120 

 

 

 

In reading studies, FFD usually reflects early visual 
and lexical processing (including identification of ortho-
graphic form and a familiarity check), and is affected by 
both frequency and predictability (see Rayner, Ashby, 
Pollastsek, & Reichle, 2004, for a review). Consistent 
with reading studies, during scene viewing, we observed 
a frequency effect. However, in contrast to reading, we 
failed to obain a predictability effect. Two factors may be 
responsible for this pattern of results: First, we suggest 
that high-frequent objects might be processed faster than 
low-frequent objects, which is similar to the fact that 
high-frequent words are processed faster than low-
frequent words. Second, since predictability was esti-
mated as object-scene consistency, predictability effects 
are likely to only affect late stage processing, which 
might be reflected in total time (TT) but not FFD. 

 

Gaze Duration (GD). In scene viewing, first-pass GD 
is hard to compute because there is no default direction of 
visual scanning such as the first left-to-right sweep over 
each sentence in English reading. In addition, due to the 
different sizes and shapes of objects, it is also difficult to 
define a “spotlight” and determine which objects in the 
scan path were actually processed. Therefore, we com-
puted GD using the sum of all fixation durations prior to 
moving to another object. We found a significant effect 
of frequency, F(1, 11) = 10.00, p<.01, but not for predict-
ability, F(1, 11) < 1. The interaction of frequency and 
predictability was not significant either, F(1, 11) < 1. The 
mean values and their standard deviation are shown in 
Table 3. 

In reading studies, GD reflects lexical processing, 
such as the identification of a word’s phonological and/or 
semantic forms, and lexical access. GD is also often in-
fluenced by both frequency and predictability during 
reading (see Rayner et al., 2004, for a review). The cur-
rent frequency effect, and the fact that it is more pro-
nounced for GD than for FFD, is consistent with findings 
from reading studies. We presume that the frequency 
effects were due to the same reasons as for FFD. 

 

Total Time (TT). In this study, TT is computed as the 
duration sum of all fixations on an object including re-
gressions. The main effects of frequency and predictabil-
ity on TT were significant, F(1, 11) = 6.92, p<.05, and 
F(1, 11) = 5.78, p<.05, respectively, while there was no 
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significant interaction of frequency and predictability, 
F(1, 11) < 1. The mean and standard deviation of TT 
across factors are shown in Table 3. 

In reading research, TT includes gaze duration and re-
fixations and is thought to reflect information integration. 
In the present study, both frequency and predictability 
effects on TT were found. We suggest the explanation 
that participants re-fixate low-frequent or low-predictable 
objects more often than high-frequent or high-predictable 
objects. Both effects were consistent with results from 
reading studies. 

 

Linguistic Analysis – Large Objects 
 

First Fixation Duration. The main effect of predictabil-
ity on FFD was significant, F(1, 11) = 4.96, p<.05; sur-
prisingly, high-predictable objects received more fixation 
time than low-predictable ones. This predictability effect 
is the inverse of that found in reading studies. There was 
neither a main effect of frequency, F(1, 11) < 1, nor an 
interaction of the factors. The results of the FFD analysis 
in terms of mean values and their standard deviation are 
shown in Table 3. 

 

Gaze Duration. We found significant main effects on GD 
for both frequency, F(1, 11) = 13.35, p<.01, and predict-
ability, F(1, 11) = 10.75, p < .01. High-frequent and high-
predictable objects were fixated longer than low-frequent 
and low-predictable ones, respectively, which is the in-
verse of results from reading studies. The interaction was 
not significant. The mean values and their standard devia-
tion are shown in Table 3. 

 

Total Time. The main effects of frequency and predict-
ability on TT were significant, F(1, 11) = 24.44, p<.001, 
and F(1, 11) = 23.14, p<.001, respectively. The direction 
of the effects was identical to GD and, again, the inverse 
of that found in reading studies. As in the GD analysis, 
there was no significant interaction of frequency and pre-
dictability for FFD, F(1, 11) < 1. The mean and standard 
deviation of TT across factors are shown in Table 3. 

 

Visual Scene Analysis – Small Objects 
 

First Fixation Duration. We failed to obtain significant 
effects of frequency, predictability, or their interaction on 
FFD, all Fs(1, 11) < 1. These results suggest that fre-
quency and predictability derived from visual scene 
analysis might not be good predictors of FFD. 

 

Gaze Duration. In scene viewing, again, we do not obtain 
frequency, predictability, or interaction effects on GD, 
F(1, 11) < 1, F(1, 11) = 2.67, and F(1, 11) < 1,all ps > .1. 
These results were similar to FFD. 

 

Total Time. The main effect of predictability on TT was 
significant, F(1, 11) = 9.88, p < .01; low-predictable ob-
jects received more total time than high-predictable ob-
jects. There was no frequency effect, F(1, 11) = 2.36, p 
> .1 and a marginal interaction, F(1, 11) = 4.59, p = .055. 
These results suggest that, similar to linguistic analysis, 
predictability tends to affect TT, which reflects informa-
tion integration. The mean and standard deviation of TT 
across factors are shown in Table 4. 

 

Visual Scene Analysis – Large Objects 
 

First Fixation Duration. Using the visual scene measure, 
we failed to obtain significant effects of frequency, pre-
dictability, or their interaction on FFD for large objects, 
F(1, 11) = 2.55, F(1, 11) = 1.80, and F(1, 11) < 1, respec-
tively, all ps > .1.  

 

Gaze Duration. Similarly to FFD, there were no effects 
of frequency, predictability, or their interaction on GD, 
F(1, 11) < 1, F(1, 11) = 2.06, and F(1, 11) < 1, all ps > .5.  

 

Total Time. We found a marginal effect of predictability 
on TT, F(1, 11) = 4.52, p = .057, indicating a trend for 
high-predictable objects toward receiving greater TT than 
low-predictable objects. The effect was the inverse of 
what has been found in reading studies. There was no 
frequency effect, F(1, 11) < 1, and no interaction, F(1, 11) 
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< 1. The mean and standard deviation of TT across fac-
tors are shown in Table 4. 

 

Table 4 
Summary of mean and standard deviation ( in ms) based on 
visual scene analysis 

Measurement Size Freq Pred Mean Std 
FFD Small Low Low 267 40 

   High 277 34 
  High Low 275 93 
   High 272 41 
 Large Low Low 269 32 
   High 280 40 
  High Low 255 42 
   High 268 28 

GD Small Low Low 321 64 
   High 310 41 
  High Low 332 95 
   High 297 40 
 Large Low Low 442 68 
   High 464 131 
  High Low 417 86 
   High 460 89 

TT Small Low Low 362 77 
   High 353 52 
  High Low 421 99 
   High 336 42 
 Large Low Low 587 83 
   High 636 190 
  High Low 560 96 
   High 617 95 

 

General Discussion 

 

The results for small objects indicate that FreqL has ef-
fects on FFD, GD, and TT that are similar to those found 
in reading studies. Although the correlation of FreqL and 
FreqV is high (see Table 1), the results suggest that 
FreqL is a better predictor of FFD, GD, and TT compared 
to FreqV. 

It is interesting that although PredL and PredV were only 
weakly correlated, both PredL (object predictability de-
rived from linguistic analysis) and PredV (object predict-
ability computed from visual scene analysis) influenced 
TT. We suggest that both PredL and PredV capture ob-
ject-scene consistency, which in both cases influenced TT. 
The frequency effects observed in scene viewing on FFD 

might reflect early visual processing, those on GD might 
correspond to higher-level cognitive activities (such as 
semantic activation), and those on TT might be due to 
information integration as observed in reading studies. 
Predictability effects on TT in scene viewing might re-
flect late-stage semantic verification of object-scene con-
sistency. 

 

Object size had a substantial influence on GD and TT - 
larger objects were fixated longer. More importantly, 
small and large objects induced very different frequency 
and predictability effects: For large objects, frequency 
effects were found on GD and TT in the linguistic analy-
sis but not in the visual scene analysis. Predictability ef-
fects were found on FFD, GD, and TT in the linguistic 
analysis and on TT in the visual scene analysis. Interest-
ingly, the direction of all effects for large objects was the 
inverse of that found in reading studies.  

   We suggest that the processing of large objects 
might be particularly demanding and thus induce gaze 
behavior that is substantially different from processing 
both small visual objects and written words. Conceivably, 
the size and complexity of large objects may often not 
allow its inspection within a single fixation. In the current 
memorization task in which the participants need to 
quickly develop a semantic understanding of the scene, 
inspecting objects that are frequent and predictable (i.e., 
consistent with the scene gist) may be most efficient. 
Therefore, the inspection of large objects that are less 
useful in this regard may not be completed but inter-
rupted after the initial fixation. If such effects exist, it is 
plausible that the object-based measures for large objects 
in scene viewing play a different role than those for both 
small objects and written words.  

Based on the current results, we propose that fre-
quency and predictability, from both visual scene and 
linguistic analysis, and size should be taken into account 
to develop a computational model of fixation durations in 
scene viewing. As discussed above, it is important to no-
tice that the current same-direction effects for small ob-
jects and inverse effects for large objects were observed 
in a brief-presentation memorization task. We suggest 
that such effects may vary for different tasks (for exam-
ple, long-presentation memorization tasks, visual search, 
object counting, or scene gist recognition), which we will 
investigate in future studies. Regarding the design of such 
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experiments, the current data indicate that LabelMe and 
LSA are useful, complementary tools for studying eye 
movements during scene viewing. 
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