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Researchers are considering the use of eye tracking in head-mounted camera systems, such
as Google’s Project Glass. Typical methods require detailed calibration in advance, but
long periods of use disrupt the calibration record between the eye and the scene camera. In
addition, the focused object might not be estimated even if the point-of-regard is estimated
using a portable eye-tracker. Therefore, we propose a novel method for estimating the object
that a user is focused upon, where an eye camera captures the reflection on the corneal
surface. Eye and environment information can be extracted from the corneal surface image
simultaneously. We use inverse ray tracing to rectify the reflected image and a scale-invariant
feature transform to estimate the object where the point-of-regard is located. Unwarped
images can also be generated continuously from corneal surface images. We consider that our
proposed method could be applied to a guidance system and we confirmed the feasibility of
this application in experiments that estimated the object focused upon and the point-of-regard.
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Introduction

Head-mounted camera systems, such as Project Glass by
Google, require an eye-based intuitive input method. This
also applies to other eye-tracking research devices, such as
wearable EOG goggles (Bulling, Roggen, & Troster, 2009)
and Aided Eyes (Ishiguro, Mujibiya, Miyaki, & Rekimoto,
2010), which have been proposed for daily use. In gen-
eral, eye-tracking systems are used to estimate the point-of-
regard but eye-based interaction also requires the identifica-
tion of the object that the user is focused upon. For a non-
contact eye tracker, the point-of-regard may be estimated on
a display screen or an advertisement, so the coordinates of
the point-of-regard can be converted directly to the focused
object. This is because the relationship between the sen-
sor coordinates system and the object coordinates system is
fixed. By contrast, it is difficult to determine the focused
object when using a head-mounted eye tracker because the
coordinates system between the user and the object changes
dynamically, depending on the user’s movements. Ease of
calibration and light weight are also essential features of an
eye tracker that is intended for regular use. A typical head-
mounted eye tracker comprises scene and eye cameras, and a
calibration procedure is required before their use. However,
the relationship between the two cameras might be disrupted
during a long period of use even if prior calibration is per-
formed. An effective solution to these problems is obtaining
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eye and environmental information simultaneously using an
eye camera alone. Nishino and Nayer (Nishino & Nayar,
2004b) proposed a method for extracting environmental in-
formation from corneal surface images, while Nitschke and
Nakazawa (Nitschke & Nakazawa, 2012) obtained super-
resolution images from corneal surface images. These stud-
ies encouraged us to extract visual information from corneal
surface images to detect focused objects. However, previ-
ous studies did not use a wearable camera to capture corneal
surface images, because this approach is difficult to apply
during eye-based interaction. Therefore, we propose a user-
friendly head-mounted eye camera system, which can extract
scene and eye information from the user’s corneal images.
Corneal surface images can be archived continuously using
a wearable camera, so the scene and eye information can be
extracted by model-based eye tracking. We consider that the
proposed system can be used in guidance systems, such as
a museum, as an intuitive human interface. Thus, we con-
firmed that the objects that a user focuses upon could be es-
timated from corneal surface images during these types of
applications.

The remainder of this paper is organized as follows. In
section II, related research on eye tracking methods is de-
scribed. Section III introduces a wearable camera system,
which was developed for daily use. The methods used to
extract scene images from corneal surface images and for
model-based eye tracking are described in Section IV and
Section V, respectively. The methods used for the detection
and extraction of focused objects are described in Section VI
and Section VII, respectively. Section VIII gives our conclu-
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sions and outlines our future work.

Related work

The methods used for eye tracking are categorized as
regression-based or model-based algorithms. In regression-
based approaches, the point-of-regard is projected onto a dis-
play screen using a quadratic polynomial (Morimoto & Mim-
ica, 2005). Regression-based approaches are quite common
and they are used by several commercial products. How-
ever, a calibration is needed where the test subject looks
at several points; thus, model-based approaches have been
studied actively to simplify the calibration process (Ohno
& Mukawa, 2004)(Ohno, 2006)(Nagamatsu, Kamahara, &
Tanaka, 2009). In model-based approaches, a spherical eye-
ball and a cornea are approximated to calculate the optical
or visual axis. The radius of the eyeball and corneal surface
are approximately constant, and typical eye parameter values
are well known (Guestrin & Eizenman, 2006). Therefore,
the structure of the eye has been used widely, and several
corneal imaging techniques have been proposed. For exam-
ple, Nishino et al. (Nishino & Nayar, 2004b) extracted the
scene image from the corneal surface image and relighting
was introduced as an application of corneal imaging (Nishino
& Nayar, 2004a). However, spherical panoramas are com-
puted from the eye images; thus the extracted image is dis-
torted. Nitschke et al. proposed a super-resolution approach
based on corneal surface images (Nitschke & Nakazawa,
2012), which can obtain high-resolution scene information,
although it is difficult to capture images continuously from
the iris as an eye tracker for daily use. Therefore, we propose
a method that estimates the focused object using a corneal
surface image with 3D model-based iris tracking for appli-
cation in a device that is suitable for daily use. Compared
with typical dual-camera systems, the advantage of using
corneal imaging is the simple hardware configuration proce-
dure, whereas recalibration is required for regular use with a
dual-camera system. The relationship between two cameras
might be disrupted over a long period. Thus we employed an
eye camera only so recalibration is not required.

Wearable device for capturing
corneal surface images

In previous studies, corneal surface images were captured
using a digital single lens reflex camera or an industrial cam-
era that could capture high-resolution images (Nishino & Na-
yar, 2004b)(Nitschke & Nakazawa, 2012). The camera was
fixed on a tripod on the floor, which made it difficult to obtain
image sequences and it could not be applied to user inter-
faces. To overcome this difficulty, we developed a portable
device for capturing corneal reflections, which is shown in
Figure 1. At present, we employ two types of eye camera
and the third system is generally used. We designed the de-
vice using a 3D CAD system and it was produced with a 3D
printer. Our device differs from conventional eye-tracking
systems because it does not require a scene camera or near-
infrared LEDs. In addition, the device has a prism installed,
which provides an adequate depth of field to focus on the
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(a) 1st eye camera (b) 3rd eye camera
Figure 1. Two types of eye cameras are used to estimate the object
that is focused upon using the corneal surface image.

color camera

prism

Figure 2. Design of the third eye camera, which has four compo-
nents, i.e., an eye camera, a prism, and a capture board.

Figure 3. The prototype system, which was developed with an
emphasis on portability.

eye. Figure 2 shows the design of the third system, which has
four components. A color camera (ASAHI E.L. NCM13-]),
a camera board (ASAHI E.L. NCM-USB-C), and a prism
(SIGMA KOKI CO., LTD. RPB2-10-550) are installed in
each position, as shown in Figure 2. We use a color camera
to capture the corneal surface images, which allows the use
of color information during image processing. The camera is
a small UVC camera, which can be connected to a variety of
computers and it has the capacity to shoot pictures at pixel-
level resolution. At present, our algorithm cannot be imple-
mented to operate in real-time, which is a point we discuss
below. Thus, the central emphasis during the design of the
system configuration was portability. Figure 3 shows one of
the capture devices where Nexus 7 was used as the proces-
sor. The system lacked sufficient storage capacity to collect
image sequences, so we implemented software to upload the
images to a server with more storage. This enhancement al-
lows corneal surface images to be recorded continuously at a
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Figure 4. The iris area is extracted using an ellipse and it is indi-
cated in red.
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Figure 5. Relationship between the cornea, tangent plane, optical
axis, and input image.

rate of 2 FPS. When a laptop computer is used as the capture
device, the maximum frame rate is 15 FPS. In our system,
the operating system on the tablet was replaced with Linux
to implement a capture program in C/C++.

Extracting scene images from
corneal surface images

Our system has applications in navigation systems that use
visual and audio information (e.g., guidance systems in mu-
seums), which require the identification of objects that a user
focuses upon. Computer vision researchers have developed
various specific object recognition methods such as scale-
invariant feature transform (Lowe, 2004) and binary robust
independent elementary features (Calonder, Lepetit, Strecha,
& Fua, 2010), but these methods require that the corneal sur-
face image be corrected for distortion before they can be ap-
plied. The use of 3D eye models for eye tracking has also
been proposed as mentioned previously. In these models, it
is possible to define the corneal surface as part of a sphere
to generate unwarped images from corneal surface images.
Thus, we employed the 3D eye model proposed by Nishino et
al. (Nishino & Nayar, 2004b) and Nitschke et al. (Nitschke,
Nakazawa, & Takemura, 2011) to estimate the cornea and
optical axis. When the iris is detected, as shown in Figure
4, the relationship between the image plane and the 3D eye
model is determined using the parameters of the ellipse, as
shown in Figure 5. The 3D eye model is generated using
the iris contour, which is extracted as an elliptical approxi-
mation. The 3D limbus center L is computed using by the
following equation:

T

d+h)) M

Ifx—CX

f

iy —cy

L= |(d+/f) 7

(d+)
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where (irx,iry) is the ellipse center in the image as shown
in Figure 4, and (cx,cy) are the optical centers expressed as
pixel coordinates. In addition, the distance to the image plane
and the focal length are d and f respectively. The distance d
between the 3D limbus center L and the image plane, which
is shown in Figure 5, can be calculated as

d=f—, 2

"max

where rp = 5.6 mm and r,,,, is the major radius of the ellipse.
The optical axis is given by
T

g = sin(t)sin(¢) —sin(t)cos(¢p) —sin(t) |, (3)

where 7 is the angle of the tilt of the limbus plane with respect
to the image plane, where the angle can be computed using
the major and minor radii of the ellipse:

T=4cos™! <rmm> , 4)

"max

and ¢ is the rotation of the limbus ellipse in the image plane
as shown in Figure 4. Finally, the center of the cornea C is
determined using the following equation:

C=—die-2 41, )
Il

where the distance between the 3D limbus center and the cen-
ter of the cornea is dyc = 5.6 mm. In addition, we added a
model of an eyeball to the 3D cornea in our method. The cen-
ter of the eye ball Ep,y is also determined using the following
equation:

Epaur = —(rcl—rc)ﬁ+C, (6)

where r. is the radius of the cornea and the distance between
the corneal surface and the center of the eyeball is r,; = 13
mm.

The color of each pixel is computed in the tangent plane
and an unwarped image is generated. However, it is difficult
to locate the tangent plane at the point-of-regard. One-point
calibration methods have been proposed in previous studies
(Ohno, 2006)(Nagamatsu, Kamahara, Iko, & Tanaka, 2008).
We can register the point-of-regard when inputting the reflec-
tion point of a point-of-regard in the corneal surface image,
although this is not the same as a typical one-point calibra-
tion. If the distance between the point-of-regard and the re-
flection point of point-of-regard has been registered, the vi-
sual axis can be computed as shown in Figure 6. However,
the distance to the point-of-regard changes dynamically; thus
the reflection point of the point-of-regard cannot be com-
puted. Therefore, it is necessary to define the center of the
tangent plane to generate an unwarped image. In our method,
the intersection point between the vector of the center of the
iris and the corneal sphere is used as the center of the tangent
plane.  When the center of tangent plane is defined, the
unwarped image is generated from the tangent plane using a
specular reflection model and inverse ray tracing is employed
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Figure 6. The intersection between the center of the iris, the
corneal sphere, and the visual axis.
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(a) input image

(b) unwarped image
Figure 8. Results obtained after generating an unwarped corneal
surface image. The left and right images are the input image and
the generated unwarped corneal surface image, respectively.

to generate the image. A quadric equation is used to compute
the point of reflection of a sphere (Eberly, 2008). As shown
in Figure 7, the center C of the corneal sphere is defined as
the point of origin, S is the optical center of the camera, and
T is a point on the tangent plane. The constraint on specular
reflection is calculated using the following equation:

dedy* —Ady? + (a+2b + ¢ — 4ac) y*

+2(a—b)y+a—1=0, ™
where a =SS, b=S-T,c=T -T,d = |S><T\2 are the
coefficients of the biquadratic equation. When x = (—2y? +
y+1)/(2by+1) is defined, a normal vector, N = xS 4+ yT, is
computed from a solution to the biquadratic equation, sub-
ject to the conditions x > 0, y > 0. The unwarped image is
generated by inverse ray tracing from the reflection point, P,
which is computed using the following equation:
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Figure 9. Result after color correction. The left and right images
are the original unwarped corneal image and the color-corrected un-
warped image, respectively.

where r. is the radius of the corneal sphere, which was set
as approximately 7.8 mm. When computing the reflection
point, the pixel values of the tangent plane are obtained from
the input image by inverse ray tracing. Figure 8 shows the
results after correcting the image distortion, where the fo-
cused object (e.g., a human face) is extracted continuously
using the head-mounted device. The image generated is de-
termined largely by the iris color, as shown in Figure 8. As
mentioned below, the algorithms used to estimate the focused
object depend on the intensity alone, so color correction is
not indispensable during eye-based interaction. However, if
the proposed system is regarded as a measurement system,
color correction is required to improve the visibility. In a pre-
vious study (Wang, Lin, Liu, & Kang, 2005), the problems
of the color and texture of the eye were also addressed. They
showed that the reflection is ambiguous for a light-colored
eye, such as blue or green. In addition, they proposed a
method for separating corneal reflections in human iris im-
ages. In their method, both the left and right iris are used
to compute the corresponding illumination; thus, we cannot
separate reflections using their method. However, it is pos-
sible to improve the color of an unwarped image based on
assumption they employed. Various algorithms have been
developed for achieving color constancy such as the Gray
World Assumption (Buchsbaum, 1980). The result obtained
after applying this algorithm to an unwarped corneal surface
image is shown in Figure 9, where the influence of the iris
color is largely eliminated. In addition, we generated a spe-
cial unwarped image to confirm the linearity and parallelism.
The left image in Figure 10 was captured when a user looked
at a chess pattern on a display and the center image was gen-
erated as the unwarped image. The right image is the result
obtained after detecting a chess pattern. The chess pattern
was extracted correctly, which confirmed that the distortion
was corrected.

Model-based tracking to generate
unwarped images

To generate unwarped images continuously, a 3D eyeball
is computed as well as a 3D cornea, as mentioned previously.
The size of the eyeball is set using anatomically-based data
and the center of the eyeball is used as the center of rotation.
The angles of pitch 6 and yaw y are changed step-by-step to
detect the iris area (Figure 11). After the angles have been
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Figure 14.
rectangle shows an area of the estimated object.

£ 1

(a) inputimage  (b) unwarped image (c) detected
pattern

Figure 10. Linearity and parallelism of an unwarped corneal sur-
face image. The left image is the corneal surface image where the
chess pattern is reflected. The middle image is the unwarped corneal
surface image, which was generated to confirm the linearity and par-
allelism. The right image shows the result obtained after detecting
the chess pattern.

chess

Corneal surface
image plane

e Optical

center

Figure 11. A 3D eyeball model with an eyeball, cornea, and
corneal limbus.

changed in the model, the iris area of the model is projected
onto a binary image. We compute the position of the eye and
the image plane; thus it is possible to simulate the iris area of
each angle on an image plane. The sum of the logical product
of the inverted binary image B;; (Figure 12(a)) and the pro-
jected iris area Igy;; (Figure 12(b)) are computed as shown in
Figure 12(c). After obtaining the maximum summed values
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Results after recognizing focused objects using SIFT The corresponding points are indicated in light blue, and the white

Tty
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pitch angle [deg]
Figure 12. Algorithm for iris tracking using the 3D eye model. An
inverted binary image of an eye (a) and the simulated images of the
iris area (b) are used to compute the logical product of these image
(c). In addition, the iris area is detected when the maximum value
is found in the summed values of the logical product (d).
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Figure 15. Average correspondence errors between the registered
templates and the unwarped corneal surface images.

have been obtained, the two optimal angles 8, are com-
puted using the following equation:

m n
{9,\1}} = argmax Z ZBijIe\yip 9
0y j=1i=1

where B;; and lgy;; are binary data, and i, j are the image
coordinates. In the current implementation, the optimal an-
gles are computed using a greedy algorithm. Figure 12(d)
shows the sums of the logical product, where the maximum
value can be computed uniquely. Finally, the corneal limbus
can be estimated as shown in Figure 13 and the unwarped
images are generated continuously.

Specific object recognition using
the unwarped corneal surface
image

Ocular motion and the point-of-regard are important in
conventional eye-tracking systems. However, it is difficult to
use this information directly in user interfaces and human-
computer interaction via a head-mounted eye tracker. It
is necessary to identify the object that the user is focused
upon to apply eye-tracking systems to navigation and guid-
ance systems. To achieve this, we used a simple technique
for specific object recognition and conducted an experiment
to evaluate the results of specific object recognition with
unwarped corneal surface images. Eight outdoor direction
boards were located around the university in the evaluation
and corneal images were obtained when participants looked
at these boards. Figure 14 shows the results of specific ob-
ject recognition using the scale-invariant feature transform
(SIFT) feature (Lowe, 2004). The white rectangle in each
image is the area of the direction board, which was estimated
using RANSAC (Fischler & Bolles, 1981).

The average correspondence errors between the registered
template and the unwarped corneal surface image, E, are cal-
culated using the following equation:

=

E= || HP; — P||, (10)
1

1
n;

where P; is a feature of the unwarped corneal surface image
and P} is a feature of the registered template. The homog-
raphy matrix, H, is calculated based on four points, which
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(a) Experimental conditions
Figure 16. The left image is a snapshot from the evaluation ex-
periment. The trial subjects were seated 700 mm from the front of
a 24-inch display, which showed nine markers. The right image is
the marker used in the evaluation. The trial subjects looked at these
markers in order.

(b) Markers for evaluation

are selected manually from the registered image and the un-
warped corneal surface image. Figure 15 shows the cor-
respondence errors for the eight direction boards. Overall,
matching was achieved with high accuracy. The average er-
ror was higher in the case of object A, mainly because sim-
ilar characters were present in object A. However, we con-
firmed the feasibility of specific object recognition with an
unwarped corneal image.

Extracting the focused object

A focused object can be recognized based on its SIFT fea-
tures, as mentioned previously. However, the focused object
cannot be detected if there are two objects on a corneal sur-
face image. Thus, it is important to set the tangent plane ap-
propriately using the reflection point of the point-of-regard.
However, the point-of-regard cannot be estimated correctly
unless the distance is known to the focused object. Therefore,
we assume that the reflection point of the point-of-regard is
the center of the iris.

Experimental conditions

We conducted an experiment to extract the object of focus
to confirm the feasibility of our method. Figure 16(a) shows
the experimental conditions where the subjects looked at the
crosses using a head positioner. In this experiment, the dis-
tance between the display screen and the subjects was 700
mm and subjects observed nine crosses, as shown in Figure
16(b). There were five trial subjects and when the trial sub-
jects looked at the markers, we measured the distance be-
tween the center of the marker and the center of the tangent
plane to compute the estimated accuracy. In addition, we
carried out other experiment to evaluate the influence of the
selected parameters of 3D eye model. The selected models
are shown in Table 1, and we also measured the estimated
accuracy. There were five other trial subjects and the experi-
ment was conducted under the same experimental conditions
as described above.

Results and discussion

We compared the center of the tangent plane with the
ground truth and the results are summarized in Figure 17.
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Table 1
Anatomically-based data employed for creating a 3D eye model and tracking iris
3D eyeball model A | B | C D | E | F
Distance between corneal surface and the eyeball center [mm] 12 13
Radius of the corneal sphere [mm] 7.6 | 7.7 | 7.8 7.6 | 7.7 | 7.8

Figure 17. Results of model-based tracking and the unwarped images obtained. The upper figures are the results obtained when tracking
the iris areas, where the estimated iris areas are indicated in red. The lower figures are the unwarped images, which were generated around
the center of the iris, where the white crosses and arrows are the center of the unwarped image and the focused marker, respectively.

— 20 —_
o o
irs < /’T 'El“'
= 1b = = 16
<] 8
El" 1| / / —— EM
50 5
am =
g T 2 e
<:b <

Number of marker

(a) Subject A

Angular error[deg]

S| /v
fuf / |
LS
&
<

i;\\\
1?41 §I|HHI u EI...“.“ il

Number of marker

(b) Subject B

0
18
16
12

Angular error[deg]

SN

E 9 ALL
Number of marker

(c) Subject C

18
16 f
14 4

- I3 IIII

/

Angular error[deg]

10
8 g ) cl
67 b 1
# 6 | i "
4 1 Al
4 4
5 27
2 2
. o - - - - . . -
1 2 3 4 5 & 7 8 LT

Number of marker

(d) Subject D

Number of marker

(e) Subject E

Number of marker

(f) ALL

Figure 18. Average angular error of the estimated point-of-regard in the evaluation experiment.

Unwarped images were generated after a user looked at the
nine crosses on the display screen and the ground truths were
identified manually. Figure 18(a)-(e) shows the estimated an-
gular error for each trial subject. The average angular error
was about 9.5 degrees, as shown in Figure 18(f). In Figure
18(f), the standard deviation is very high, which was caused
mainly by individual differences, whereas the standard devi-
ation is not high in Figure 18(a)-(e). When we analyzed the
angular error of each trial subject, we found that there were
regular increasing and decreasing trends. The angular error
might have been caused by eye movement, i.e., the error in
the 3D eye model caused significant errors. At present, the
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parameters of the 3D eye model are set using anatomically-
based data, thus we compared the influence of the selected
eyeball model. When various 3D eye models are employed,
the average angular errors of point-of-regard are shown in
Figure 19. The average angular errors largely depend on the
model selected, because the model is also used for iris track-
ing. Currently, we employ the parameters for model F and
the estimated results are comparatively stable. However, this
is not a suitable model for each person. In a previous study, a
method for the automatic acquisition of a 3D eye model was
proposed (Tsukada & Kanade, 2012). Thus, if it is necessary
to improve the precision of the 3D eye model, we could ap-
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Figure 19. Comparison of results obtained using different

anatomically-based models.

ply this method in our future research. The angular error is
not small, but it is sufficient to meet the needs of a guidance
system or a navigation system. If a user focuses on an object
at a distance of 2.0 m, the error is within 350 mm. Therefore,
it will be possible for a user to navigate based on the focused
object.

Figure 20 shows the results obtained after extracting the
focused objects based on the center of the iris in various situ-
ations. The first image shows the user’s cornea when they
met a friend. The second image shows the user’s cornea
when they looked at two books. The corneal image was ex-
tracted correctly in both cases. However, we are aware of
two problems with the proposed system. The first is its de-
pendency on the illumination conditions, where a reflected
image might be reasonably clear outdoors, but it is difficult
to obtain a clear image indoors unless the corneal image is
captured with good illumination. The second is the distance
to the point-of-regard. Thus, when a driver looks into the far
distance while driving a vehicle, the resulting image will lack
resolution, which makes it difficult to recognize the focused
object.

Conclusions

In this study, we developed a wearable device for captur-
ing corneal surface images using a device that is suitable for
daily use. We found that specific object recognition could be
achieved using unwarped corneal surface images. Unwarped
images were generated continuously based on model-based
eye tracking. We also confirmed the feasibility of our ap-
proach based on experiments.

Various techniques that use corneal surface image have
been proposed but these techniques, including our method,
are sensitive to the illumination conditions. If the illumi-
nance is low, the reflection of the scene is obscured. If
bright light enters an eye, the reflection of the scene disap-
pear. Thus, further investigations are required to determine
the ideal illumination conditions.

In the future, we plan to implement a portable navigation
system based on the estimated focused object. This will re-
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quire the solution of additional problems, such as reducing
the processing time and utilizing high quality images.
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