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Keynote Speakers

We are proud to present the following keynote speakers at ECEM 2017
9 Debra Titone Canada
9 Laure PisellaFrance
9 Marisa CarrasgdJSA
1 Ben Tatley United Kingdom (Scotland)
1 James BisleyUSA
1 Karl GegenfurtnerGermany

Marisa Carrasco
(New York University, United States of America)

Keynote Lecture:

Oncovert attention and presaccadic attention

Marisa Carrasco, Professor of Psychology and Neural Science at New York
University, uses human psychophysics, neuroimaging, and computational modeling
to investigate the relation between the psychological and neural mechanisms
involved in visual perceptiorand attention. She received her Licentiate in
Psychology from the National University of Mexico (1984) and her Ph.D. in
Psychology from Princeton University (1989). She was an assistant professor at
Wesleyan University (198B995) before joining NYU as associate professor
(1995), where she became a full professor (2001), served as the Chair of the
Psychology Department (202007), and was named a Collegiate Professor
(2008). She has been the recipient of multiple awards, including a National Young
Investigator Award from the National Science Foundation, an American Association
of University Women Fellowship, a Cattell Fellowship and a Guggenheim
Fellowship. Her research has been supported by the National Science Foundation
and the National Institutes dflealth. She has been a senior editor of two premiere
journals of visionYision Researcéind Journal of Vision
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Laure Pisella

! Qi

(Lyon Neuroscience Research Center, France)

Keynote Lecture:

An update of the functional role of the dorsal
visual stream

Laure Pisellastudied biology at the University of Lyon, France. She received a
Master of Molecular and Cellular Biology in Ecole Normale Supérieure in 1997 an
a PhD inHealth Science (Neuropsychology in 2000 with a thesis on « Multiples
pathways in interaction for Perception and Action». In 2001 she held a postdoctoral
position at the University of Melbourne, funded by the National Health and Medical
Research Council éfustralia (NH MRC). In 2002, she obtained aifulk research
position at the french Center for National Scientific Research (CAIRISSince
then, has been working for the INSERM team called "Espace et Action" in Bron
France. In 2006, she received tBeonze Medal of the CNRS. In 2008, she received
her habilitation degree from the University of Lyon 1. In 2011, she joined the
Integrative, Multisensory, Perception, Action and Cognition Team (ImpAct) of the
Lyon Neuroscience research center (CRNL).
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Ben Tatler

(University of Aberdeen, Scotland)

Keynote Lecture:

Where (and when) next? How people view
images of natural scenes

Ben Tatleobtained an undergraduate degree in Natural Sciences from Cambridge
University in 1998, and a PhD from the University of Sussex in 2002, under the
supervision of Professor Mike Land FRS. After staying with Mike Land for his
postdoc, Ben took up a lecturaip in Psychology at the University of Dundee in
2004, where he stayed for the next 11 years. Since 2015, Ben has been a Professor
of Psychology at the University of AbeetteBen Tatler's Active Vision Lab studies
how vision is used to provide the infortitan we need to complete our activities of
everyday life. Two key questions if we are to understand how vision supports
behaviour are where we look and what we encode and retain from the places that
we look at. This work spans domains from static scenwimge to real world
settings. A particular emphasis in our lab is the importance of studying vision in the
context of natural behaviour in real environments, rather than exclusively in
laboratory settings.
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Debra Titone

(McGill Unversity, Montreal)

Keynote Lecture:

Eye movement studies of reading in specia ¢4
populations 3

Debra Titonehas a PhD in Experimental Psychology at the State University of New
York, Binghamton in 1995, and completed two postdoctoral fellowstdpe at the
Volen Center for Complex Systems, Brandeis University, and another at McLea
Hospital, Harvard Medical B@ol, where she was later appointed as Assistant
Professor of Psychology in the Department of Psychiatry. Dr. Titone joined the
faculty in the Psychology Department at McGill University in 2002, where she is &
Full Professor and Director of the Multilindisan and Language Laboratory. Dr.
¢cAl2ySQa tlo KFra KFER O2yildAydz2dza NBaS
combination of sources including NSERC, SSHRC, CIHR, and NIH. Dr. Titone se
on the executive board of the Centre for Research on Brainguage & Music,
McGill University; is an elected Membeat-Large in the Canadian Society for Brain,
Behavioral and Cognitive Science; serves as Officer in théuN&Fd Women in
Cognitive Science group; and is-foander of the NSERf@Gnded Women in
Cognitve Sciencé | yIF R @ 5NX» ¢Ali2ySQa NBaSI NOK
made use of different eye tracking paradigms in a variety of participant
populations.
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James Bisley

(University of California, United States of
America)

Keynote Lecture:

The roles of cortical areas in guiding ey
movements during visual search

Dr. Bisley received his Ph.D. from the University of Melbourne, where he studied
the peripheral processing of shapgfarmation in the somatosensory system. In
1998 he moved to the University of Rochester as a postdoctoral fellow in the lab of
Tania Pasternak, where he studied the neural mechanisms underlying short term
memory for motion in area MT. He then joined thé laf Mickey Goldberg at the
National Eye Institute and Columbia University, where he studied the guidance of
visual attention. In 2006, Dr. Bisley joined the faculty in the Department of
Neurobiology in the David Geffen School of Medicine at UCLA, wheentans.

Dr. Bisley has been a Sloan fellow, a Kingenstein fellow and a McKnight Scholar. He
is currently a reviewing editor for the Journal of Neuroscience.
5N . AafSeQad NBaSIFENOK AyiSNBada NBG2ft @8
information, wth particular foci on understanding the neural mechanisms
underlying the guidance of visual attention, the guidance of eye movements and
spatial stability. An additional aim of his lab is to attempt to identify underlying
mechanisms that may explain whyurens within an area seem to play different
roles when tested in different tasks and to identify processing steps between areas.
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Karl R. Gegenfurtner

(Giessen University, Germany)

Keynote Lecture:

The interaction between ision andeye
movements

Karl Gegenfurtnestudied Psychology at Regensburg Univer8tybsequently he
obtained a Ph.D. degree from New York Universitiyere he also spent his first
PostDoc. In 1993 he moved to the Mabkanckinstitute for biological cybernetics

in Tdbingen, where he obtained his Habilitation in 1998 and a Heisenberg
Fellowship in the same year. In 2000 he moved to the University of Maggend

in 2001 to Giessen University, where he since then holds a full professorship for
t aegOK2t238d ¢KS SYLKIFaAa 2F YINX DS
processing in the visual system. Specifically, he is concerned with the relationshiy
between low level sensory processes, higher level visual cognition, and
sensorimotor integration. Karl Gegenfurtner is the head of the DFG Collaborative
wSaSFNOK /SyidSNI ¢ww mop 2y GKS &/ I NF
elected into the National Acadenof Science Leopoldina in 2015 and received the
WilhelmWundt medal of the German Psychological Association (DGPS) in 2016.
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Conference schedule

Keynotes

Auditorium Maximum(HS 33 K.11.24)
Sunday (18.00 19.00)

Oncovert attention and presaccadic attention
Marisa Carrasco

Monday (9.00- 10.00)

An update of the functional role of the dorsal visual stream
Laure Pisella

Monday (17.00- 18.00)

Where (and when) nextMow people view images of natural scenes
Ben Tatler

Tuesday (9.0010.00)

Eye movement studies of reading in speciapulations
Debra Titone

Wednesday (9.0010.00)

The roles of cortical areas in guidirgye movements during visual
search
James Bisley

Thursday (17.36 18.30)

The Interaction between vision and eye awements
Karl R. Gegenfurtner
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Monday, August 2%, 10.30-12.30

Symposium: Developmental eye tracking: Problems, solutions and applications of screen and-head
mounted eye tracking

Room 1(HS 14 M.10.12) Convenor: Tim J. Smith

10.30 Assessing gaze data quality in a large rudtitre autism developmental cohort
Ana M. PortugglLuke Masoi& Tim J. Smith

10.50 Gazepath: An eyracking analysis tool that accounts for individual differences
and data quality
Daan varRenswoudeMaartje Raijmaker& Ingmar Visser

11.10 Quantifying the microdynamics of attention during paresttild interaction:
practicalities and insights
Nadia NeesgaardAtsushi Senj& Tim J. Smith

11.30 Headmountedeyeli N} O1 Ay 3 F2NJ addzReAy3a AyTFlLyiaqQ |
activities
Heather L. Kirkoria& Seung Heon Yoo

11.50 LYFlrydaQ ylFid2NFtAAGAO GGESydAz2y Reyl YA O:
temporal scales
Samuel V. Was&aili ClacksqrStani Georgievé& Victoria Leong

12.10 Active Vision: What heathounted eye tracking reveals about infants' active

visual exploration
Chen Yu

Thematic session: Saccade programming |

Room 2(HS 32 K.11.23) Chair: Lynn Huestegge

10.30

10.50

11.10

11.30

11.50

12.10

Fixationrelated brain activations: emotional valence interacts with high and low
level image properties

aA OKI O, Ydnya\PSatzyk A y 3 2 &AkRsanidra Pomagalik
Learning sequences of eye movements: linking motor processing and cognition in the
brain

Melanie R. Burk& Claudia C. Gonzalez

Oculomotor dominance in dual tasking and the influence of stimtdgponse
modality mappings

Mareike A. HoffmanpAleks Pieczykola& Lynn Huestegge

Using Saccade Averaging to study Decision Making signals

Geoffrey Megardo®. Petroc Sumner

The necessity to choose causes effects of expected value

Christian WolfAma Heueyr Anna Schub& Alexander C. Schiitz

SERIA A model for antisaccades

Eduardo A. Apontéario SchoepKlaas E. StephahJakob Heinzle
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Special thematic session: Communication by gaze interaction |
Room 3(HS 281.13.71) Chair: Andreas Bulling & Carlos H. Morimoto
10.30 Eye movement as material for interaction design (40 min)
Hans Gellersen
11.10 a1 SNBO&a ft221Ay3 G &2dz (AR®PE 5283 KS a8$
Anke HuckauyfChristoph Strauck Jan Ehlers
11.30 Gazecontingent Games for Neurocognitive Therapy: More than Meets the Eye?
Leanne Chukoskig@acqueline Nguye$a Jeanne Townsend
11.50 Applicability of smootkpursuit based gaze interaction for elderly users
SarahChristin FreytagStefan Ruf& Antje C. Venjakob
12.10 Behavioral Analysis of Smod#ursuit Eye Movements for Interaction

Argenis Ramireisomez& Hans Gellersen

Thematic session: Reading: Neural basis and binocular coordination

Room 4(HS 26 1.13.65) Chair: Hazel I. Blythe

10.30

10.50

11.10

11.30

11.50

12.10

Saccadic eye movements and neural activity associated with letter naming speed
task manipulations

Noor Z. Al DahhaDonald C. BriedohrR. Kirby& Douglas P. Munoz

The effects of cloze probability and semantic congruency on brain responses during
natural reading: A fixatiomelated fMRI study

Sarah SchusteNicole A. HimmelstafStefan HawelkaFabio Richlan

Martin Kronbichle& Florian Hutzler

Reading fluency is associatefth fixation related brain responses to reading
comprehension in 13ear old typically reading childrepfindings from

co-registered eyetracking and EEG study

Otto LobergJarkko HautalaJarmo AHamalainer& Paavo H.T. Leppanen

Changes in overall vergence demands affect binocular coordination during
reading

Stephanie Jainta

Binocular advantages fgarafoveal processing in reading

Hazel I. BlytheMirela NikolovaStephanie Jaint& Simon P. Liversedge

A new understanding of vergence within fixations, based on differences in the
reading of Chinese and English

Richard ShillcogRriting Hsiag Mateo ObregénHamutal KreinerMatthew A. J.
Roberts& Scott McDonald
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Monday, August 2%, 13.30- 15.30

Symposium: Usingye-tracking and pupillometry to study rhythmic processing in music and dance

Room 1(HS 14 M.10.12) Convenors: Elke 8Lbangre K. Fink

13.30 988 /IyQl 5FyOST 9y iNIAYAYy3a { OOFRAO ¢AD
Jonathan P. Batte& Tim J. Smith

13.50 Pupil dilation indexes the metrical hierarchy of unattended rhythmic violations
AtserDamsma& Hedderik van Rijn

14.10 Predicting attention to auditory rhythms using a linear oscillator model and
pupillometry

Lauren K. Finkloy J. GendrianK. Hurley& Petr Janata

14.30 The EyeTime Span in Music Reading: Local Effects of Stimulus Complexity on
Gl 221Ay3 ! KSIRE
Erkki HuovinenAnnaKaisa Ylital& Marjaana Puurtinen

14.50 Guided eye movements made in response to dance
Matthew Woolhouse
15.10 Eyemovement control and pupillary responses to complex

auditory and visual stimu{Panel discussion)

Thematic session: Transsaccadic memory and integration

Room 2(HS 32 K.11.23) Chair: Artem Belopolsk

13.30 Beyond the magic number four: Evidence for higipacity, transsaccadic, fragile
memory and preattentive remapping
Paul Zerr Surya GayeKees Mulderllja Sligte& Stefan Van der Stigchel

13.50 Unifying the visual world across an eymvement:Transsaccadic integration is
unaffected by saccade landing position
Martijn Jan SchytNathan Van der Stoep Stefan Van der Stigchel

14.10 How quickly does the eymovement system register changes across saccades?
Jonathan van Leeuwea Artem V. Belopolsky
14.30 Transsaccadic feature integration is contrast dependent

Lukasz Grzeczkowskieiner Deube& Martin Szinte

14.50 Taskrelevant objects compete for attention across saccades
Christian H. PotB Werner X. Schneider

15.10 Remapping of the global effect across saccades
Kiki ArkesteijnJeroen BJ Smegedieke Donl& Artem V. Belopolsky
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Special thematic sessiotfommunication by gaze interaction Il

Room 3(HS 281.13.71) Chair: John P. Hansen & Roman Bednarik

13.30 Gaze interaction using lovesolution images at 5 FPS
CarlosE.L. ElmadjigmAntonio DiaZTulg Fernando O. Aluagi Carlos H. Morimoto
13.50 PSOVIS: An interactive tool for extracting pestcadi®scillations from eye
movement data
Diako MardanbegiThomas WilcocksoBaigiang Xia, Hans Gellersdnevor
Crawford& Peter Sawyer

14.10 GazeBall: Leveraging Natural Gaze Behavior for ContinuecaliBeation in
Gameplay
Argenis Ramireomez& Hans Gellersen

14.30 Implicit Events in Virtual Reality: A New CondeptEyeBased Interaction?

Teresa Hirzle, Jan Ehlefske Huckaut Enrico Rukzio
14.50 COGAIN Association Meeting (40 min)

Thematic session: Reading: Spatially distributed processing

Room 4(HS 26 1.13.65) Chair: Sarah Risse

13.30 Two routes of parafoveal processing during reading: Eye movements suggest
benefits and costs
Sarah Riss& Martin R. Vasilev

13.50 Late interference by parafoveal difficulty in reading
Stefan Seeli§ Sarah Risse
14.10 Analyzing Sequential Dependencies between Fixation Durations with Linked

Linear Mixed Models
ReinholKlieg| Sven Hohenstea Hannes Matuschek

14.30 What are the costs of degraded parafoveal previews during silent reading?
Bernhard AngeleMartin R.Vasiley Timothy J. Slatter§ Julie A. Kirkby

14.50 Effects of font type on parafoveal letter identification in Russian
Svetlana Alexeeyéleksandra Dobreg& Alena Konina

15.10 Orthographic, Morphological, and Semantic Parafoveal Processing in Arabic

Reading: Evidence from the Boundary Paradigm
Ehab W. Hermend&ida J. Jum#scension PagaiMaryam AlJassmMercedes
Sheer& Timothy R. Jordan
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TuesdayAugust 229, 10.30- 12.30

Symposium: Longitudinal research on eye movements in developing readers: What have we learned so far?

Room 1(HS 14 M.10.12) Convenors: Johannes Meixner & Christian Vorstius
10.30 The development of eye movement control in reading: where do the gge

Ralph RadagciChristian Vorstiu& Christopher J. Lonigan
10.50 Earlydevelopment of oculomotor control in reading: a longitudinal eye tracking

study from preschool age to fifth grade
Thomas GuntherJosefine Horba¢holfgang Schark& Ralph Radach

11.10 Foveal Processing Difficulty Modulates Perceptual Span Early in Reading
Development
Johannes M. Meixn& Jochen Laubrock

11.30 Comprehension in silent and osgntence reading: Longitudinal evidence from
developing readers
Christian VorstiusyoungSuk Grace Ki& Ralph Radach

11.50 The development of foveal eye movements in prignachool: Findings from the
Berlin DevTrack study
Sascha Schroede8imon TiffirRichards Sarah Eilers

12.10 General discussion

Thematic session: Clinical Research |

Room 2(HS 32 K.11.23) Chair: Andreas Sprenger

10.30 Implicit and explicitocuky 2 G 2 NJ £ SI Ny Ay 3 Ay tINJAyaz2yQa
ataxia
Andreas SprengeAnnika Lasric& Christoph Helmchen

10.50 Visual exploration of emotional faces in schizophrenia using masks from the

Japanese Noh theatre
Teresa Fasshaueindreas SprengeKarenSilling Christopher Zeisedohanna Elisa
Silberg Anne Vosseler et al.

11.10 Visual Behavior on Natural Static Images in Patients with RetiigtiseRtosa
Ricardo R. Gameir&ristin Jinemanrmnika Wolff Anne HerbikPeter Konig
Michael Hoffmann

11.30 Quantifying Traumatic Brain Injury impairments in scanning patterns of complex
scenes
Nitzan GuyOryah Lancrg Yoni Pertzov

11.50 Smooth pursuit disturbances in schizophrenia during free visual exploration of
dynamic natural scenes
Johanna Elisa Silberpannis AgtzidisMikhail StartseyTeresdasshauerKaren
Silling Andreas Sprenget al.

12.10 Eye tracking live social interaction to capture gaze behavior of subclinical autism
and social anxiety
Roy S. Hesselgijs A. Hollemaim H. W. Cornelisselgnace T. C. Hooge
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Chantal Kemner

Thematic session: Visual interfaces, robotics avidual reality

Room 3(HS 281.13.71) Chair: Lucas Paletta
10.30 Smooth pursuit based mouse replacement; the GazeEverywhere system
Simon ScheniarcDreiser Philipp TiefenbacheGerhard Rigo8 Michael Dorr
10.50 FixationRelated Potentials as a Measure for Cognitive Demand in Visual Tasks on
SingleTrial Level
Dennis WobrockAndrea FinkeShirley MeyDirk KoesterThomas Schad HelgeRitter
11.10 Gaze Contingerntontrol of Vergence, Yaw and Pitch of Robotic Eyes for Immersive
Telepresence
Remi Cambuzafrédéric Elisé& Gérard Bailly
11.30 Measurement of Situation Awareness@ollaborative Robotics Using Eye Movement
Features
Lucas PalettaCornelia Murk& Amir Dini
11.50 Siamese Convolutional Neural Networks for AppeareBased Gaze Estimation
Helen ZhouDavid May®& Scott Greenwald
12.10 Joint visual working memory through implicit collaboration

Edwin S. DalmaijeDiederick C. Niehorstéfenneth Holmqvi& Masud Husain

Thematic session: Scanpaths

Room 4(HS 26 1.13.65) Chair: Ralf Engbert

10.30

10.50

11.10

11.30

11.50

12.10

Disentangling fixation duration and saccadic planning using
gaze dependent guided viewing
Benedikt V. Ehinget.illi Kaufhol& Peter Konig
The early central fixation bias in scene viewing: Experimental manipulation and
modeling
Lars O. M. RothkegeHans A. Trukenbroéieiko H. SchijtFelix AWichmann & Ralf
Engbert
Likelihoodbased Parameter Estimation and Comparison of Dynamical Eye
Movement Models
Heiko H. Schittars O. M. Rothkegélans A. Trukenbro@®ebastian Reickelix A.
Wichmann& Ralf Engbert
Refixation strategies for memory encoding in free viewing
Radha NMeghanathan Andrey R. Nikolae¥ Cees van Leeuwen
Modelling saccade directions with circular distributions
Ingmar VisserMaartje Raijmakers Daan van Renswoude
Considering, rather than restricting eye movement characteristics in Fixation
Related Potentials: an application of the rERP framework
Tim Cornelissedona Sassenhageejan Draschko& Melissa LéHoa Vo

16
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Tuesday, August 22, 13.30- 15.30

SymposiumEye movements during the reading of narrative and poetic text

Room 1(HS 14 M.10.12) Convenors: Arthur M&Jzawd s iidtke

13.30

13.9

14.10

1430

14.50

15.10

Weary with toil, haste me to my bed: Eye tracking Shakespeare sonnet

Shuwei XueDaniela Giordanalana LidtkeRenata GambindGrazia Pulvirenti
ConcettoSpampinata& Arthur M. Jacobs

Individual differences in eymovement patterns in response to literary language
Emiel van den HoveRranziska HartundVichael Burk& Roel M. Willems

Exploring meaning construction in readers of Engbsiyuage Haiku: An eyteacking
study

Franziska GuntheHermannl. Miller Thomas Geyedim Kaciad& Stella Pierides
Immersion, Emotion and Eye Movements in $el€ed Reading of passages from
Harry Potter

LeaMusiolek Jana Ludtk& Arthur M. Jacobs

Using eye movements to study comprehension monitoring in beginning readers
YoungSuk KimChristian Vorstiu& Ralph Radach

General discussion

Thematic session: Visual search

Room 2(HS 32 K.11.23) Chair: Rebecca Foerster

13.30

13.50

14.10

14.30

14.50

15.10

Your Attention seeks Confirmation: Visual confirmation liershadows prevalence
effects in visual attention

Stephen C. Walencho8tephen D. Golding&rMichael C. Hout

Humans do not make efficient eye movements dunispal search

Anna NowakowskaAlasdair D.F. Clarl&eAmelia R. Hunt

Time course of brain activity during unrestricted visual searckre@istering
EEG and Eye Movements

Juan E. Kamienkowskilexander VaratharajgiMariano Sigman, Rodrigo Quian
Quiroga& Matias J. Ison

Visual workingmemory biasesttention: Evidence for involuntarily object
based topdown control by searcirrelevant features

Rebecca M. Foersté& Werner X. Schneider

Eye Movements and the Label Feedback Effegeaking Modulates Visual
Search, But Probably Not Visual Perception

Katherine P. HeberStephen C. Walenché&kStephen D. Goldinger

Shorter fixation durations in visual search after 24 hours of total sleep
deprivation
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Christian Mih& Daniel Aeschbach

Thematic session: Interactivand group eyetracking

Room 3(HS 28 1.13.71) Chair: Edwin Dalmaijer
13.30 Group Eye Tracking (GET) Applications in Gaming and Decision Making
Cengiz AcarturkMani Tajaddin& Ozkan Kilic
13.50 Mass measurement of ey@ovements under the domeproof of concept studies
Maksymilian Bielecki Y I G 1 NJ @ y I 3t 2aliAt O &3dambie NOMdIghi A |
14.10 Using multiple gaze trackers and combining the results
Miika T. Toivane& Markku Hannula
14.30 Joint Attention on the Cartesidrlain: A Dual Ey€racking Study
Anna Shvart& Anatoly Krichevets
14.50 How Teachers See It: Using Mobile Eyetracking to Explore Professional Vision and
TeacherStudent Interactions in the Classroom
Irene T. Skuball& Antje von Suchodoletz
15.10 Gazeassisted remote communication between teacher and students

KartJouko Raih&Oleg SpakgHowell Istanc& Diederick C. Niehorster

Thematic session: Scene perception

Room 4(HS 26 1.13.65) Chair: Antje Nuthmann
13.30 The relative importance of foveal vision in visual search in 3D dynamic scenes
Adam C. ClaydefRobert B. Fishé& Antje Nuthmann
13.50 The developmental trajectory of eye movements to objscene inconsistencies and
their relation to language abilities
Sabine Ohlschlagé Melissa LeHoa Vo
14.10 Dynamic recipes for oculomotor selection of objects in realistic scenes
Sara Spotorné& Ben Tatler
14.30 Individual SmoothPursuit Strategies in Dynamic Natural Scene Perception
loannis AgtzidisMikhail Startsex& Michael Dorr
14.50 The bimodality of saccade duration distribution
Hélene Devillez wl y Rl t & Tim@QurranQwSA € £ &
15.10 'aAy3 &d2dzyR (2 -@OMBRSy Al 8t XY aAWALEA#IAAQ

experiment
Tim J. SmithJonathan PBatten& Jennifer X. Haensel

¢
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Wednesday, August 28 10.30- 12.30

Symposium: The role of eye movements in seition perception

Room 1(HS 14 M.10.12) Convenors: Paul R. MacNeilagathan S. Matthis

10.30

10.50

11.10

11.30

11.50

12.10

Gaze and the visual control of foot placement when walking overweald rough
terrain

Jonathan S. Matthi& Mary Hayhoe

Eye movement cues to setiotion perception

Ivar ClemensLuc Selemntonella PomantePaul MacNeilagé Pieter Medendorp
Visualvestibular conflict detection depends on fixation

Isabelle Garzor& Paul MacNeilage

Heading representations jorimates are compressed by saccades

Frank BremmerJan Chura& Markus Lappe

Dynamics of eye movements during visual path integration in primates
Kaushik J. Lakshminarasimhataq Pitkow& Dora Angelaki

General discussion

Thematic session: Attention and memory

Room 2(HS 32 K.11.23) Chair: Daniel Smith
10.30 Attentional selection in averaging saccades
Luca WollenbergHeiner Deube& Martin Szinte
10.50 Vertical gaze paralysis is associated deficits of attention and memory: Evitence
Progressive Supranuclear Palsy
Daniel Smiti& Neil Archibald
11.10 Nasaltemporal differences on cueing effect: how cue eccentricity and visual
field affect the orienting of visuspatial attention
Soazig Castea& Daniel T. Smith
11.30 Presaccadic attention analyzed with a novel dynamic noise paradigm
Nina Maria Hanning Heiner Deubel
11.50 Detectingconcealed memory via eye movements
Oryah LancryTal NahatiGershon BeSshakha®& Yoni Pertzov
12.10 Spoken words help in retreiving information from visual workimgmory

Seema Gorur PrasaBratik Bhandar& Ramesh Mishra
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Thematic session: Innovative methodmdtechnology

Room 3(HS 28 1.13.71) Chair: Catrin Hasse

10.30 Improving computerized adaptive testing using eye tracking measures
Benedict C.O.F. Fehringer

10.50 Eye movement indicators for succesdhilure detection
Catrin Hassé& Carmen Bruder

11.10 Individual objective versus subjective fixation disparity as a function of prism load
Wolfgang Jaschinski

11.30 3DEye Tracking in Monocular and Binocular Conditions
Xi Wang Marianne Maerteng Marc Alexa

11.50 Using Priors to Compensate Geometrical Problems in #émehted Eye Trackers
Fabricio BNarcizg Zaheer Ahme& Dan W. Hansen

12.10 The development and validation of a higheed stereoscopic eye tracker

Annemiek D. BarsingerhgrNienke Boonstr& Jeroen Goossens

Thematic session: Reading: Predictive and high level processing

Room 4(HS 26 1.13.65) Chair: Victoria McGowan

10.30 Beyond cloz@robability: Semantic and syntactic preview effects in reading
Aaron Veldr& Sally Andrews

10.50 I'NB 2f RSNJ NBIFRSNA GNRATASNEK 9EFYAYAY3
Victoria A. McGowarSarah J. WhiteKayleigh L. Warringtof Kevin BPaterson

11.10 Benchmarking fgram, topics and recurrent neural network models in predicting
word clozecompletion and eye movement variance
Markus J. HofmanrChris Biemanrteffen Remu& Ralph Radach

11.30 Predictive processing is key for reading: An evaluation of a visual information
optimization model with eye movements in reading
Benjamin Gagk Christian Fiebach

11.50 The processing of bounded and unbaled negated representations during
reading: An eyenovement investigation
Lewis T. Jayeblazel |. BlytheKevin B. Patersai Simon P. Liversedge

12.10 Using eye tracking to “figure out" how veparticle constructions are

understood during L1 and L2 reading
Mehrgol Tiy Laura GonnermarVeronica WhitfordDeanna FrieseiDebra Jare&
Debra Titone

I R dzt
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Wednesday, August 28 13.30- 15.30
Symposium: Microsaccades: Modeling, Analysis, and Synthesis
Room 1(HS 14 M.10.12) Convenors: Andrew T. Duchowsiaysztof Krejt& 1zabela Krejtz
13.30 Dynamic Modeling of Fixational Eye Movements: The Role of Neural Delays
Ralf EngbertCarl J. J. Herma@&nRalf Metzler
13.50 Saliency and Surprise Revealed by Microsaccades
Yoram S. BonnelJri Polaf MishaTsodyks Yael Adini
14.10 Evaluating Microsaccades for Cognitive Load Measurement
Krzysztof Krejtdzabela KrejtzAndrew T. DuchowskCezary Biel& Anna Niedzielska
14.30 Microsaccades of ADHD Patients during Facial Affect Recognition
Nina GehrerMichael SchonenberérzysztoKrejtz& Andrew T. Duchowski
14.50 Microsaccades during Visual Search of Gaussian Terrain
Wdza (0 & y | &Mddhelv B. Diichowski
15.10 Perception of Synthesized Microsaccadic Jitter
AndrewT.DuchowskiSophie Jor§ Krzysztof Krejtz
Thematic session: Saccade control and fixational activity
Room 2(HS 32 K.11.23) Chair: Stefan van der Stigche
13.30 Rapid updating of spatial working memory across saccades
Artem V. Belopolskyaul J. BogrSilvia Zer§ Jan Theeuwes
13.50 Perceptual continuity across saccades: evidence for rapid spatiotopic updating
Jasper Hajo Fabiualessio Fracass$o Stefan Van der Stigchel
14.10 Spatiotemporal dynamics and topological network characteristics of the
fixation-related EEG lambda activity
Andrey R. NikolagWlarcello GianniniHossein SeidkharRRadha Nila Meghanathan
David Alexande& Cees van Leeuwen
14.30 Microsaccade features and microsaccaeated alphasynchronization across
the life span
Ying Ga& Bernhard Sabel
14.50 Unifying micro and macrsaccades with a space dependent, stochastic
threshold
GeoffreyMegardon& Aline Bompas
15.10 The relationship between visual sampling and hippocampal activity in younger

and older adults
ZhongXu LiyKelly SherRosanna KOIsen& Jennifer D. Ryan
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22

IS 0S8SKI

Room 3(HS 28 1.13.71) Chair: Halszka Jarodzka

13.30 A tool to assisteachers to determine if learners apply the divisibility rules correctly
Pieter Potgiete®& Pieter Blignaut

13.50 Using Eydracking to Measure Strategies of Comparing the Numerical Values of
Fraction
Andreas Obersteiner

14.10 I RFLIWAY3 AyaidNHzOiAz2y G2 fSENYSNBRQ 3l
support learning?
Anne SchueleMarie-Christin KrehsThérése F. Ed&rKatharina Scheiter

14.30 The effects of conceptual and perceptual difficulty on processing and engagement in
text during reading and learning
Alexander StrukelMarcus Nystron& Kenneth Holmqvist

14.50 How are processing strategies reflected in the eyes? Triangulating results frem self
reports and eye tracking
Leen Catryss®avid Gijbel# Vincent Donche

15.10 ¢SFOKSNEQ LISNDSLIiA2ya FYyR AydSNLINBGI

Halszka Jarodzkaiesbeth Meije& Sharisse Van Driel

Thematic session: Reading: Individual differences

Room 4(HS 26 1.13.65) Chair: Mallorie Leinenger

13.30

13.50

14.10

14.30

14.50

15.10

Effects of individual language skills on phonological codiining skilled reading:
Evidence from survival analyses of eye movement data

Mallorie Leinenger

Individual differences and context properties affect word learning

Victor Kuperma#i Bryor Snefjella

Using LatenGrowth-Curvea 2 RSt & (2 9EI Y-mgulmemtK A f RNBy Qa 9@

During Reading as Individual Difference Variables in Development
Christopher J. LonigaRalph Radack Christian Vorstius

CompLex: An eymovement database of individual differences in the
recognition of morphologically complex words

Daniel Schmidtk& Victor Kuperman

ly Ses8 vy2¢gS8SySyid aiddzRé 2F OKAf RNByQa
in the detection of incongruence during reading

Sarah EilersSimon P. TiffiRichardst Sascha Schroeder

Oculomotor control in visual tasks predicts reading skill regardless of scanning
direction

Regina Henrydulie A. Van Dyke Victor Kuperman

GAzya 2
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Wednesday, August 28 17.00- 19.00

Symposium: Insights from Eye Movement Research with Immersive Technologies

Room 1(HS 14 M.10.12) Convenors: Getddn Pipa

17.00 Using Virtual Reality to Assess Ethical Decisions in Road Traffic Scenarios:
Applicability of Value ofile Based Models and Influences of Time Pressure
Gordon Pipa

17.20 A Virtual reality setup for intensive care unit patients while applying controlled visual
and acoustic stimulation
Stephan Gerber

17.40 The influence of contextual rules on object interactions and spatial representations:
a virtual reality investigation
Dejan Draschkow Melissa L-H. Vo

18.00 Advances in the research afixiety and anxiety disorders using virtual reality
Bastian S6hnchemMathias Milller& Paul Pauli

18.20 Research on cognitive architecture of human motor performance arapitdication
in VR environments
Thomas Schack Kai Essig

18.40 Using closedoop-VR to probe human visuomotor control

Constantin A. RothkopHuaiyong Zhadlulia Frankenstei& David Hoppe

Thematic session: Pupillometry

Room 2(HS 32 K.11.23) Chair: Sebastiaan Mathd
17.00 2KFdQa 3I22R Fo2dzi o0A3 LIzZLAE &K
Sebastiaan Mathd& Yavor Ivanov
17.20 Attention in visual periphery: Evidence from pupillometry
Andreas BrocheRaphaeHarbeckek Stefanie Huttermann
17.40 Pupil Sizes Scale with Attentional Load and Task Experience in a Multiple Object
Tracking Task
Basil WahnDaniel P. Ferri§V. David Hairsto& Peter Konig
18.00 Raven revisited: Fixatiorelated EEG alpha frequency band power and pupil
dilation unravel fluctuations in cognitive load during task performance
ChristianScharinge& Peter Gerjets
18.20 Towards pupibssisted target selection in natural environments
Christoph StrauctGreiter Luka& Anke Huckauf
18.40 CHAP: An Open Source Software for Processing and Analyzing Pupillometry Data

Ronen HershmamNoga Cohe#& Avishai Henik
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Thematic session: Learnirgnd cognitiveinformation processing

Room 3(HS 281.13.71) Chair: Aline Godfroid

17.00

17.20

17.40

18.00

18.20

18.40

The use of eye tracker in the discrimination of linguistic and image processing
demands in a picturédentification task

Leticia MSicuro CorréeElisangela N. Teixei€aErica dos Santos Rodrigues

Using eye movements to measure conscious and unconscious linguistic knowledge
Aline GodfroidJieun AhpPatrick Rebuschat Zoltan Dienes

L' YAYLFO8 YR OKAftRNByQa 2yftAyS LINRPOSaaiy3
Ross G. Macdonaléiudovica Serratric&ilke BrandtAnna Theaksto& Elena Lieven
Can the Ey&ind Connection Be Broken in the Visual Wordddeligm?

Anastasiya Lopukhin& Anna Laurinavichyute

Words and Images: Information Distribution in Comic Panels

Clare KirtleyBenjamin W. TatleiChristopher Murrag Phillip B. Vaughan
Eyemovements in wordless picture stories: Search for comprehension during
bridging inference generation

John P. Hutsqrdoseph P. Maglian® Lester C. Loschky

Thematic session: Reading: Corpus analysis and text processing

Room 4(HS 26 1.13.65) Chair: Johanna Kaakinen
17.00 Russian Sentence Corpus
Anna Laurinavichyutdrina SekerinaKristine Bagdasarya® Svetlana Alexeev
17.20 PoCoCo: An eymovementcorpus of graphic novel reading
Jochen Laubrogksven Hohenste# Eike Richter
17.40 A Crosslinguistic Investigation of Eye Movements During Reading
Denis DriegheJukka HydnaXin LiGuoli YanXuejun Ba& SimonP.Liversedge
18.00 Fluctuations in cognitive engagement during reading: Evidence from concurrent
recordings of postural and eye movements
Johanna K. Kaakingblgo BallengheinGeoffrey Tissie& Thierry Baccino
18.20 Auditory distraction by meaningful background speech during reading
Martin R. VasilevSimon P. Liversedg@aniel RowanulieA. Kirkby& Bernhard
Angele
18.40 Eyetracking data analysis using hidden sevfarkovian models to identify and

characterize reading strategies
Brice OlivierJearBaptisteDurand Anne Guéribugué& Marianne Clausel

27T


http://creativecommons.org/licenses/by/4.0/

DOI: 10.16910/jemr.10.6 This work is licensed under a
Creative Commons Attribution 4l6ternational License ISSN: 19958692

25

Thursday, August 22 9.00- 11.00

Symposium: Interpretingand Using Visualizations of Eye Movements to Improve Task Performance and
Learning

Room 1(HS 14 M.10.12) Convenors: Margot van Wermestkadrken
9.00 Searching with andgainst each other
Tim Cornelissemiederick C. Niehorstdgnace T.C. Hoo@eKenneth Holmqvist
9.20 Eye see what you are doinigferring task performance from eye movement data
Margot van Wermeskerkerbamien Litchfiel& Tamara van Gog
9.40 Gaze guidance in numbéne tasks
Damien LitchfieldThomas Gallaghévlitchell & Victoria Simms
10.00 Look where eye looked: Eye movement modeling examples enhance learning to

solve geometry problems
Tim van MarlenMargot van Wermeskerkeialszka Jarodzi&a Tamara van Gog
10.20 Using eye movement modeling examples as an instructional tool for learning with
multimedia: The influence of model and learner characteristics
Marie-Christin KrehsAnne Schiile& Katharina Scheiter
10.40 If 1 showed you where you looked, you gilg dzt Ry Qi NBYSY 6 SNJ
Ellen M. KokAvi M. AizenmarMelissa L-H Vd& Jeremy M. Wolfe

Thematic session: Oculomotor event detection

Room 2(HS 32 K.11.23) Chair: Ignace Hoog

9.00 Is human classification a gold standard in fixation detection?
Ignace T.C. Hoog®iedericlC. NiehorsterMarcus NystromRichard Anderssda
Roy S. Hessels

9.20 Looking sparse? Modélased saccade detection on the position profile
David JMack& Federico Wadehn
9.40 Towards Low_ atency Blink Detection Using Ev@s#sed Vision Sensors

Florian HofmannArren GloverThies PfeifferChiara Bartoloz& Elisabetta Chicca
10.00 Topology for gaze analyses
Oliver Hein
10.20 Endto-end eyemovement event detection using deep neural networks
Raimondas ZemblyBiederick C. Niehorst&rKenneth Holmqvist
10.40 Comparing Data Evaluation Task Effects on Data Driven Event Detection Models
Michael HaassMatzen Laura& Kristin Divis
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Thematic session: Usability and weltased interface design

Room 3(HS 28 1.13.71)

9.00

9.20

9.40

10.00

10.20

Chair: Gemma Fitzsimmons

Fake sites through theustomers' eyes
Simone Benedett& Christian Caldato

Children's attention management on commercial websites: Effects of task type and

advert prominence

Nils Holmberg

Reading for Comprehension versus Skim Reading on the Web: The Impact of
Hyperlinks and Navigation

Gemma Fitzsimmon#/ark J. Wea& Denis Drieghe

Learning 3D layoudtom 2D views: insights from eye movement behaviour during
multiplex screen viewing

Kenneth C. SceBrown Matthew J. Staine& Benjamin W. Tatler

Visualattention and neural ceactivation reflect conscious processing during
prosthetic hand use, but only during object manipulations

Johnny V. V. ParNeil HarrisonSam VineMark Wilsor& Greg Wood

Thematic session: Reading: Basic oculomotor control

Room 4(HS 26 1.13.65)

9.00

9.20

9.40

10.00

10.20

10.40

Chair: Francoise Vitu

Oculomotor adaptations when reading mirregversed texts

AndréKriige] Johan Chandr& Ralf Engbert

Eye Movement Control for Horizontal and Vertical English Text

Sha LiMaryam A. AlJassirKayleigh.. Warrington Sarah J. Whitelingxin Wang
Mercedes Sheest al.

How MASC, a Model of Attention in the Superior Colliculus, pretends todesgite
being completely illiterate!

Francoise VituHossein A. Grego&J. Zelinsky

EyeMovement Evidence for Obje@ased Attention in Reading

Yanping Li& Erik D. Reichle

The impact of forced fixations on word recognition: Dissociation of oculomotor
behavior and linguistic processing

E. R. SchotteMallorie Leinenget Titus von der Malsburg

22NR RSYIFNDFGAZ2Y Ay NBFIRAy3I 2F ySgfe

about spaces
Mengsi WangHazel |. Blyth& Simon P. Liversedge
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Thursday, August 224 11.30-13.30

Symposium: Pharmacological Influences on Voluntary Oculomotor Control

Room 1(HS 14; M.10.12) Convenor: Jakob8HdirieteEttinger

11.30

11.50

12.10

12.30

12.50

13.10

Effects of NMDA antagonists on voluntary control of eye movements irhnaman
primates

Pierre Pouge& Marcus Missal

Effects of Ketamine on Brain Function during Smooth Pursuit and Antisaccade Eye
Movements in Healthy Humans

Maria SteffensAnna Kasparbaugtnga MeyhoferRené Hurlemand& Ulrich Ettinger
Neuropharmacology of cognitive control: local manipulations of the dopaminergic
and cholinergic system in monkeygfrontal cortex during antisaccade performance
Susheel VijayraghavaAlex James Maj& Stefan Everling

Model based analysis of dopaminergic and cholinengieromodulation on

voluntary control of eye movements in humans

Jakob HeinzleDario SchébKlaas Enno Steph&iEduardo AAponte

Cholinergic andopaminergic Influences on Eye Movements in Humans

Ulrich Ettinger Anna KasparbaugeMaria Steffensinga MeyhoferEliana Faiola

& Nadine Petrovsky

General discussion

Thematic session: Saccade programming ||

Room 2(HS 32 K.11.23) Chalertaod

11.30

11.50

12.10

12.30

12.50

13.10

Dissociating automatic capture, to individual stimuli or the global effect location,
from intentional saccade targeting

David AagterfMurphy& Paul M. Bays

Asymmetries of the saccadic system: A tmodjuantify eye dominance strength
Jérome TagKarine DoréMazars Christelle LemoirkardennoisJudith Vergné&
Dorine VergilindPerez

Saccade countermanding reflects automatic inhibition as well asltopn
cognitive control

Aline BompasAnnie Campbe#t Petroc Sumner

Oculomotor gapeffect and antisaccade performance in the common marmoset
Kevin Johnsto& Stefan Everling

Control of fixation durations in a visually guided task

Hans A. Trukenbrofl JanGrenzebach

Adaptation of postsaccadic drift in reflexive saccades does not transfer to
voluntary saccades

Giulia Manca& Heiner Deubel
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Thematic session: Applied visuabgnition

Room 3(HS 28 1.13.71) Chair: Andrew K. Mackenzie
11.30 Eye movements during lifeguard visual search for a drowning swimmer
Victoria LaxtonDavid CrundgliChristina Howar& Duncan Guest
1150 Multiple Object Avoidance (MOA): A more sensitive measure of visual attention in
the real world
Andrew K. Mackenzi¢aul R. Coghristina HowardDuncan Gues& David Crundall
12.10 The (Change) Blindingly Obvious: Investigating Fixation Behaviour during CCTV
Observation
Gemma Grahamlames Saugdenny SmithLucy Akehurst James Ost
12.30 Eye movements during perspectit@king in younger and older adults
Victoria E. A. BrunsdpElisabeth E. F. Bradfo®dHeather Ferguson
12.50 Using eyetracking to study how beliefeasoning processes change across the
lifespan
Elisabeth E. F. Bradfordictoria E. A. BrunsdpHeather Ferguson
13.10 An eyetracking investigation of mindset effects on information search in incentivized

decisions under uncertainty
Jonas LudwigAlexander Jauda Anja Achtziger

Thematic session: Reading: Word level processing

Room 4(HS 26 1.13.65) Chair: Heather Sheridan
11.30 Raeding transposde etxt: Effects of letter position, word frequency and constraint
Christopher James Handbanne Ingran& Graham Scott
1150 Morphological guidancef eye movements during reading
Jukka Hy6naSeppo Vaini& Timo Heikkila
12.10 Morphological processing in sentence reading: Evidence from the fast priming
paradigm
Betty Mousikow& Sascha Schroeder
12.30 Distributional analyses of age of acquisition effects on fixation durations during
reading
Heather Sherida& Barbara J. Juhasz
12.50 Eye movements during lexical access of a third language
Pamela Freitas Pereira Toaddailce B. Mota& Elisdngela N. Teixeira
13.10 Learninghew words when reading: effects of contextual diversity and temporal

spacing
Ascension Pagah Kate Nation
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Thursday, August 24 14.30- 16.30
Symposium: Yarbus, eye movements and vision 50 years on
Room 1(HS 14; M.10.12) Convenor: Benjamin W. Tatler
14.30 Yarbus on stationary retinal images amoving eyes
Nicholas Wade
14.50 The evolution of gaze analysis tools to support complex tasks
Jeff B. Pelz
15.10 Computational modeling of gaze guidance during scene free viewing and daily
tasks
AliBorji
15.30 Eye guidance in scenes: Objbetsed selection in extrafoveal vision
Antje Nuthmann
15.50 Characterising tofglown guidance of fixation in scenes and objects
Tom Foulsham
16.10 The balance between the stimulus and the task in determining the scanpath
lain Gilchrist
Thematic session: Clinical Research Il
Room 2(HS 32 K.11.23) Chair: Valerie Benso
14.30 Processing of GBeference in Autism Spectrum Disorder
Philippa L. HowardSimon P. Liversed§eValerie Benson
14.50 How does the presence or absence of a Title Modulate Processing of Ambiguous
Passages in Individuals with Autism: An Eye Movement Study
ValerieBenson Philippa Howar& Johanna Kaakinen
15.10 Inhibitory control for emotional and neutral scenes in competition: An-eye
tracking study in bipolar disorder
Manuel PerealLadislao Salmerd® Ana GarciéBlanco
15.30 Smooth Pursuit in Adults with Developmental Dyslexia
Gillian O'DriscalVeronica WhitfordAshley Chaiorris & Debra Titone
15.50 Visual field diagnostics with eye tracking: development and neuropsychological
testing of a new diagnostic tool
Michael Christian Leitne€Constanze Haslache$tefan Hawelka_orenzo Vignali
Sarah Schust& Florian Hutzler
16.10 Calibrating an ey&acker for blind patients implanted with the Argus Il retinal

prosthesis using a handheld marker
Avi CaspiJessy D. Dordrup RoyRobert J. Greenberg
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Thematicsession: Eye data analysis and evaluation

Room 3(HS 28 1.13.71) Chair: Laura Matzen

14.30

14.50

15.10

15.30

15.50

SMAC with HMM: a toolbox to model and classify scanpaths with Hidden Markov
Models

Antoine Coutrot

Gaze Selsimilarity Plots as a useful tool for eye movement characteristics analysis
Pawel Kasprowsk Katarzyna Harezlak

Towards to an automatic authenticationethod based on eye movement by using
scanpath comparison algorithms

CarlosAlberto QuintanaNevarez& Francisco Lépe2rozco

Magnitude and Nature of Variability Eyetracking Data

Kenneth HolmgvisRaimondas ZemblgsTanya Beelders

Effects of Task on Eye Movements During Comprehension of Abstract Data
Visualizations

LauraMatzen Kristin Divi& Michael Haass

Thematic session: Reading: Across the lifespan

Room 4(HS 26 1.13.65) Chair: Kevin Paterson

14.30 Syllables vs. morphemes in early reading of Finnish
Tuomo Haiki& Seppo Vainio

14.50 Words from the wizarding world: Reading fictional words in supportive and non
supportive contexts
Joanndngramé& Christopher J. Hand

15.10 ReAssessing Adult Age Differences in the Perceptual Span during Reading
Kevin PatersarKayleigh WarringtoySarah White Victoria McGowan

15.30 Adult Age Differences in Chinese Reading: Effects of Character Complexity
Jingxin WangLin LiSha LiYingyin@Zhang& Kevin Paterson

15.50 Aging and the Misperception of Words during Reading

Kayleigh L. WarringtorSarahl. White Victoria A. McGowa& Kevin B. Paterson
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Session tMonday, August 2%, 15.30- 17.00

Attention and visual information processing

-1

1-10

I-11

Gazecontingentstimulus removal leads to subsequent changes in attentional
allocation
Karin LudwigDoris Schmi& Thomas Schenk

The relationship between subjective time perception and visual attention
Maria KonstantinovalLeonid Tereshchenkdiktor Anisimo& Alexander Latanov

Rapid topdown and bottomup auditory attention as reflected biynicro-)saccadic
inhibition

Andreas WidmannAlexandra Bendixeisusann Duwe, Ralf Enghdttich Schroge
Nicole Wetze

Presaccadicemapping of foveal attention
Meng Fei NganLuca WollenbergHeiner Deube&k Martin Szinte

Saccade deviation and saccadic reaction time: What isefagionship?
Luke Tudgé& Torsten Schubert

Can you squint on command? No reliable voluntary control and awareness of eye
vergence in the absence of an actual target
Sonja WalcherChristof Kérne& Mathias Benedek

Maintaining stability in a fixation task: Are stimuli at all eccentricities equally
effective?
AnnaKatharina Haupericl& Hannah E. Smithson

Extrafoveal perception of geometric shapes in adults and children
Anatoly N. Krichevet®mitry V. Chumachenkdnna A. Drenev& Anna Yu. Shvarts

What can and what cannot be perceived extrafoveally
Anna A. Drenevya@nna Yu Shvart®mitry V. Chumacheni&Anatoly N. Krichevets

Attention and response speed in pupil old/new effects
Tim Graf& Andreas Brocher

Effect of aging on ocular fixation and microsaccades during fiptic
Marcia BécuGuillaume TatyrAlix de Dieuleveyl€Changmin WuSilvia Marchesotti
Denis SheynikhoviéhAngelo Arleo
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Saccadic adpatation increases brain excitability: a MEG study
Judith Nicolas, Aline Bompdsomain Bouet, Olivier Sillan, Eric Koun, Christian
Urquizar, Alessandro Farne, Aurd@igetCaulet & Denis Pélisson

Localization of briefly flashed targets across sequentialreggements
Janne van Aswegeftefan Dowiasc& Frank Bremmer

The influence ofhreat associated distractors on express saccades
Jessica Heemaistefan Van der Stigch&lJan Theeuwes

Stereoacuity in the temporal proximity of vergence movements
ThomasEggert

A Toolbased Process for Generating Attention Distribution Predictions
Sebastian FeuerstagkBertram Weutelen

Reading: Visual and orthographic processing

1-17

1-18

1-20

1-21

1-22

1-23

1-24

Statistical Estimation of Oculomotor Processes During Reading
Johan Chandra, André KrigeRalf Engbert

Contrast change effects reveal time course of parafbpeocessing in eye
movementsduring reading
Tina Andrea Schlacht&r Sarah Risse

Gazecontingent unmasking of filtered text regions during reading of graphic
literature
Sven Hohenstejdochen Laubro& Eike M. Richter

The effect of misspellings on reading of correctly sgeWords, across paradigms
andlanguages
Victor Kuperma & Sadaf Rahmanian

Readingat the speed of speech: Convergence betweesual and auditory language
perception at 45 Hz?

Benjamin Gaglulius GolctStefan Hawelkalona SassenhagebavidPoeppel&
Christian J. Fiebach

Effective visual field of horizontal and vertical reading in Japanese
Nobuyuki Jincho

The perceptual span of young and older Chinese readers
Victoria AMcGowan Kayleigh L. Warringtoriin LiSha LiYingying Zhangruxiang
Yaq Jingxin WangSarah JWhite & Kevin B. Paterson

Effects of Aging and Pattern Complexity on the Visual Span of Chinese Readers
Kayleigh L. WarringtarLin LiFang XieSha LiJingxin WangVictoria A. McGowan
Sarah J. Whit& Kevin B. Paterson
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Adult Age Differences in BE¥guidance durin@hinese Reading
Lin Lj Sha LiJingxin WangYuxiang Ya& Kevin B. Paterson

Eye Movement Control and Word Identification During Vertical and Horizontal
Reading: Evidence from Mongolian
Kevin PatersqgnJuan SuGuoen YinXuejun BaiGuoli Yar& SimorP.Liversedge

ThePerceptual Span during Vertical and Horizontal Reading: Evidence from
Mongolan

Kevin Patersgnluan SuGuoen YinStoyan KurtevSimorP. LiversedgeBai Xuejud
Guoli Yan

Investigating word length in Chinese reading: Evidence from eye movements
Chuanli ZangYing F& Simon P. Liversedge

¢KS tFradz odzi y2d GKS AyAGAFE OKEFNI OGSNI
compound word processing in reading
Feifei LiangQi GapJie Ma Hao Wu& Xuejun Bai

The role of spaces in segmenting Finnish and Chinese text
Raymond BertramLiyuan H& SimonP.Liversedge

Vertical movement within fixations in the reading of Chinese Endlish
Yiing Hsiag Richard ShillcockMateo ObregdnHamutal KreinerMatthew A.J.
Roberts& Scott McDonald

When readers pay attention to the left: A concurrent eyetrackisidrl investigation
on the neuronal correlates of regressive eye movements during reading

Anna F. WeiffFranziska Kretzschm#rne NagelsMatthias Schlesewskina
BornkesseBchlesewsk& Sarah Tune

Developmental Eye Movement Research

1-33

1-34

1-35

1-36

Fetal eye movements in responsedwisual stimulus
Tim DonovanKirsty DunnSophie ClarkeAnna GilliesOlivia Merce& Vincent Reid

Early regulatonproblems associated with the affebiased attention at 8 month of
age

Eeva EskolaRiikka KorjaEevalLeena KatajalLinnea Karlssoifuomo HaikigHenri
PesonenJukka Hyon& Hasse Karlsson

MaternalPrenatal stressand linfant attention to emotional faces at the age of eight
months months in finnbrain birth cohort

Eevaleena KatajalLinnea Karlssomienri Pesonerdukka Leppanefuomo Haikip
Jukka Wéng Christine Parsor& Hasse Karlsson

Infant freeviewing: the role of object knowledge
Daan van Renswoud®aartje RaijmakersRoos Voorvaa& Ingmar Visser
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1-37 Development of oculomotor control from infants to toddlers: temporal and spatial
parameters of voluntary saccades
Christelle LemoinkardennoisNadia AlahyaneMallaury HamonClara Ferra&
Karine DoréMazars

1-38 LYRAGARdZ t RAFFSNBYyOSa -kagkin@ekgefineMB y Q& € S| NIy A
Dmitry Chumachenkdnna Shvart& Anna Dreneva

1-39 Exploring the development of oculomotor attentional control in emotional and-non
emotional contexts
Athina Manolj Simon P. Liversedgedmund SonugBarke& Julie A. Hadwin

1-40 Development of eye movements related to executive functions in elementary school
students
Suxia WangRalph RadaglChristian Vorstiysyan Sué Lizhu Yang

Developmental research on eye movements in reading

1-41 Patterns of 56 year old children reading picture book: Evidence feya
movements
Yuanyuan SyrPeng War& Guiqin Ren

1-42 The perceptual span of second graders in Chinese primary school
Guoli YanSainan LiMin Liu& Yali Wang

1-43 Reading Instructions Influence Cognitive Processes of lllustrated Text Reading for
YoungReaders: An EyEracking Study
YuCin Jian

1-44 The eyetracking study of reading in Russian primacjoolchildren
Aleksei Korneg\Ekaterina Matveevaratyana Akhutina

1-45 Eyetracking study of reading the texts of different types: Evidence from russian
Tatiana Petrova

1-46 The Correlation between Eye Movement Data and Three Commonly Used Academic
Reading Assessments
Alexandra SpichtjgKristin Gehsmanrleffrey Pascaog John Ferrara

1-47 Effects of Scaffolded Silent Reading Practice on the Reading Related Eye Movements
of US Students in Grades 4 and 5
Kristin GehsmanrAlexandra Spichtjdeffrey Pasco& John Ferrara

1-48 wStliA2yaKAL . SG¢SSy {GdzRSydaqQ {GF3Sa 2F hN

Efficiency
Kristin GehsmanrElias Tousleylexandra Spichtigleffrey Pascog John Ferrara

1-49 The Reliability of Reading Efficiency Measures Obtained by Classroom Educators
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1-50

Usability,

I-51

1-52

1-53

1-54

I-55

1-56

I-57

1-58

1-59

1-60

1-61

Using a LowCost Eye Movement Recording System
Alexandra Spichtigleffrey Pascag John Ferrara

What can we reveal from saccade events of eye movements when EFL high school

students read narrative with illustration?
GraceMing-Yi Hsiel& Sunny Sadu Lin

New Media and Visual Communication

Situational Modulation of Multimedia Processing Strategies
Fang ZhapWolfgang Schnof2nga Wagne& Robert Gaschler

Extraction of Semantic Saliency on Memory and Remembering during
reading/searching information in the context of Web interaction
Véronique DraZerbib& Thierry Baccino

¢C@LIRANI LKE YR AYRADARIZ f SELISNASyOS
adapt to poor justification?
Julian JaroschMatthias Schlesewskptephan Flissé@ Franziska Kretzschmar

A contrastive perception study of populacientific texts written by journalists vs.
researchers

Silvia Hansetschirra Jean NitzkeAnke TardelChristoph Béhme#& Philipp
Niemannl

Eye Response to Blockiness Artifacts in Video
Deepti Pappuset Hari Kalva

Personalization in online advertising: Effects of demographic targeting on visual
attention
Kai KasparSarah Lucia Web& AnneKathrin Wilbers

Attention to brand logos during the first exposure to advertisements affects the
neural correlates of recognition memory: An eye movemeBRP study
Jaana Simola

Eye Movement Markers iRerceiving of Logos
Adel Adiatullin Marina KorolevaVictor AnisimovAlexander Latano& Natliya
Galkina

Understanding use déabelling information when preparing infant formula: an eye
tracking study
Lenka MalekHazel Fowle& Gillian Duffy

Visual intake of price information of organic foqQa shopping taskith EyeTracking
Glasses

Manika Rodige& Ulrich Hamm

¢ KS w2 o 2 S Ol itig dfetdd byl infordation on distribution of sexting
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images
Frederike WenzlafBrikenPeer& Dekker Arne

Speed transformation function as a mean of improvement of deesed HCI
52YAY ALl [/ Kuwdhttl &ézangBieldareka O 2 R 2 o AgaiN@dielska
WE NB &0 & Y 2 @ISt0a, [gyseif Krej@ arfdrew T. Duchowski

Investigating gazeontrolled input in a cognitive selection test
Katja GayraudCatrin HasseHinnerk Eif3feldt Sebastian Pannasch

The effect of visual signaling when reading to do
Michael Meng

EyeTrackingBased Attention Guidance in Mobile Augmented Reality Assistance
Systems
Patrick Renne& Thies Pfeiffer

Usability Heuristics for Ey@ontrolled User Interfaces
Korok SenguptaChandan Kumak Steffen Staab

CrowdPupil: A crowdsourced, pupiénter annotated image dataset
DavidGil de Gémez Pére& Roman Bednarik

Robust, reatime eye movement classification for gaze interaction using finite state
machines
Antonio DiaZTula& Carlos H. Morimoto

Supervised Gaze Bias Correction for Gaze Coding in Interactions
Rémy Siegfrie@ JearnMarc Odobez

Schau genauA GazeControlled 3D Game for Entertainment and Education
Raphael MengesChandan KumatJlrich Wechselberge€hristoph Schaefefina
Walber& Steffen Staab

Social Cognition, emotion and cultural factors

I-71

1-72

1-73

-74

A Framework for Exploring the Social Gaze Space
Arne Hartz Mathis JordingBjornGuth KaiVogeley& Martin SchulteRither

Visual Exploration of Social StimyComparisons of Patients with ADHD or Autism
and Healthy Controls

Chara loannouDivya SeernanHolger Hill Giuseppe Boccignon€om Foulsham
Monica BiscaldSchéafer Christopher Savill&lrich EbnePriemer Christian
Fleischhake& Christoph Klein

Eye movement patterns in response to social and-social cues
Claudia BonmassaFrancesco Pava&iWieske van Zoest
Oculomotor action control in social and neocial information processing contexts
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Eva Katharina RiechelmaminneBockler Tim Raettigk Lynn Huestegge

I-75 Understanding social interaction and social presence of others using simultaneous
eye tracking of two people: Behavioral Data
Haruka NakamuraSeiyaKamiya& Takako Yoshida

1-76 Gender differences in natural viewing behavior?
Marco Rith AnneKathrin WilbersDaniel Zimmerman& Kai Kaspar

-77 Does our native language determine what we pay attention to? A diogsistic
study of gaze behaviour between Korean and German speakers
Florian GollerUlrich Ansorgé& Soonja Choi

1-78 Social influence on face perception in different ethnicitigdn eye tracking study in
a free viewing scenario
Jonas D. GrolRekathof&rMatthias Gamer

1-79 Psychopaths show a reduced tendency to look at the eyes while categorizing
emotional faces
Nina A. GehrerJonathan Scheegfiste Jusyt& Michael Schénenberg

1-80 t SNDSAGSNDRE aSyaraldAgrde | yposedand Gehiné AT I (7
facial emotions in movie clips: eye tracking study
Katerina Lukasovay'uri BusinManishK. Asthana Elizeu C. Macedo

1-81 Implicit Negative Affect Predicts Attention for Sad Faces beyondrgplbrted
Depressiorg An Eye Tracking Study
Charlott M. BodenschatMarija SkopincevaAnette Kersting: Thomas Suslow

1-82 Gender differences in eye movement patterns during facial expression recognition
Elizaveta Luniakoya\atalia Malyshev& Jahan Ganizada

1-83 lyrtelTAy3 9Y20GA2y It CHOALt OERNBHAAZYAQ
Potentials and Eye FixatidRelated Potentials
Emmanuelle KristenseRaphaélle N. Rpertrand RivetAnna Tcherkasséf Anne
GuérinDugué

-84 Affective and Cognitivenfluences of Aesthetic Appeal of Texts on Oculomotor
Parameters
Hideyuki Hoshi

1-85 The eye movement examination on achievement emotion images
Chia Yueh Chargg Sunny SJ. Lin

1-86 Space scanning patterns in impulsive and reflective subjects
Anna Izmalkové& Irina Blinnikova
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1-87

Correlations between eye movements and personality traits
AnneKathrin Wilberst Kai Kaspar

Session It Tuesday, August 29, 15.30- 17.00

Smooth pursuit eye movements

1I-1

11-2

11-3

11-4

1I-5

11-6

11-7

Saliency coding in superior colliculus during smooth pursuit eye movements
Brian White Jing CherKarl Gegenfurtne$: Douglas Munoz

38

Analysis of superior colliculus receptive fields during smooth pursuit eye movements

Jing ChepBrian White KarlGegenfurtner & Doug Munoz

Doing Smooth Pursuit paradigms in Windows 7
Inge L. Wilms

Predictable motion on a Necker cube leads to mipussuitlike eye movements and
affectsthe dynamics of bistability.
Kevin M. Ashwin ParisoAlan ChauvinAnne GuérinRonald Phlyp& Steeve Zozor

Manual & Automatidetection of Smooth Pursuit in Dynamic Natural Scenes
Mikhail Startseyloannis Agtzidi& Michael Dorr

Spatiotemporal EEG Source Localization during Smooth Pursuit Eye Mow®ment
Use of Equivalent Dipole Source Localization Method
Takahiro Yamangifomoko Yonemur& Hisashi Toyoshima

Visual transient onsets decrease initial smooth pursuit vel@ity inhibit the
triggering of catckup saccades
Antimo Buonocoré& Ziad M. Hafed

Visual Search, Scanpaths and Scene Perception

11-8

119

1I-10

11-11

Searching for real objects in a natural environment: The rotmaofextual semantic
cues and incidental encoding in older and young viewers
Hanane RamzaouBylvane Faur& Sara Spotorn

Dwelling, Rescanning, and Skipping of Distractors Ex@éirch Efficiency in Difficult
Search: Evidence from Large Set Sizes and Unstructured Displays
Gernot HorstmannStefanie Beckeé Daniel Ernst

The effect of changing the itenelevance in repeated search
Sebastian A. BaucRhristof Kérnerain D. Gilchrisk Margit Hofler

Target and distractor guidance in repeated visedrch: When using memory does
not improve search
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Margit Hofler, lain D. GilchristAnja Ischebec& Christof Kérner

Process Analysis of Visual SeancADHD, Autism and Healthy ContrgEvidence
from Intra Subject Variability in Gaze Control.

Divya P. Seernariolger Hill Giuseppe Boccignopfi€om FoulshapChristian
FleischhakerMonica BiscaldiUlrich Ebnefriemer& Christoph Klein

When one target predicts the other: Target guidanceisual search
Christof KérnerJonas PotthoffUlrich EbnePriemer& Christoph Klein

Does context influence the low prevalence effect in visearch?
Titus N. Ebersbachvalter R. Boo& Ralph Radach

Simulation of visual henmeglect by spatigopic and retinetopic manipulation of
visual search displays

JennifeWinter, Bjérn Machneringa KénemundJanina von der GablentZhristoph
Helmcher& Andreas Sprenger

Where can | find the Honey, Honey? Using color cues to overwrite syntactic rules in a
scenesearch paradigm
Marian D. LaukamgpLisa VolkerSabine Ohlschlagér Melissa Lédoa Vo

Time course of central and peripheral processing during scene viewing
Anke CajarRalf Engber& Jochen Laubrock

Central fixatiorbias: The role of sudden image onset and early gist extraction
Lisa F. Schwetlickars O. M. Rothkegdfans A. Trukenbrd® Ralf Engbert

Eyemovements in scene perception during quiet standing
Daniel BackhaydHans A. Trukenbrodlars O. M. RothkegdRalf Engbert

Gaze Paths on$tochastic Image
Miriam Mirolla& Emiliano Melchiorre

Eye movements and saliency for the Hollywood?2 action recognition benchmark
Michael Dor& Eleonora Vig

Cultural variation in eye movements during scene perception: replication with a
Russian sample
Anton Gasimo& Artem Kovalev

The influence of verbalization on eye movement parameters durargplex scene
repeated viewing
Veronika Prokopeny& Ekaterina Torubarova
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Clinical Research
11-24 EyeGrip as a tool for assessing dementia

Diako MardanbegiShahramJalaliniya Hans Gellerserevor J. Crawfor&® Peter

Sawyer
11-25 Executive function processes in dementia: Impairments insatcadic eye

movements arendicative for first disease stages

Lucas PalettaMartin Pszeid& Mariella Panag!
11-26 Eye movement behavior in MCI and AD:using automatic classification algorithms to

identify cognitive decline
Marta L. G. F. Pereirdarina von Zuben de Arruda Camargaiella F. Belan
Bernardo dos Sant& Orestes V. Forlenza

11-27 Eye Movement Parameters while Executing Oculomotor Tasks in Patients with
Cerebellum Tumor
Marina ShurupovaViktor AnisimoyAlexander Latano& Vladimir Kasatkin

11-28 GENERAIRla transgenerational ey&racking study on attention biases in children at
risk for depression
Anca SférleaElske SaleminiGerd Schult&orne& Belinda Platt

11-29 Saccadic inhibition and its interaction with implicit processing of emotion in Bipolar
Disorder patients
Nathalie GuyaderAlan ChauvinLysianne BeyneBylvain HarqueCécilia Neig&
Mircea Polosan

11-30 Utilizing EyeMovement Patterns for Improving ADHD Diagnosis ldiatingering
Detection
Michael WagnerCorinne BergelYoram BrawTome Elbaum& Tzur Chohen

11-31 Parafoveal processing Efficiency in Chirgeeelopmental dyslexia: Evidence from
RAN tasks
Wen Wang Ke TanMingzhe Zhang Xuejun Bai

11-32 Investigating the effects of orthographic visual complexity on fixatiomgpical and
dyslexic reading of English
Rea MarmarinouJun BapRichard Shillcogiateo ObregénHamutalKreiner
Matthew A.J. Robert& Scott McDonald

11-33 The benefit of eye tracking in the assessment and therapy of acquired dyslexia
Irene Ablinge& Ralph Radach

11-34 A visuomotor analysisf multilevel therapy in pure alexia
Anne Friedelrene Ablinge& Ralph Radach

11-35 Eye movements in text reading in a patient with incomplete Bélint's syndrome
Katja Halm Ralph Radac& Irene Ablinger
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Localizing hemianopic visual field defects based on natural viewing behavior while
watching movie clips
Birte GestefeldAlessandro GrillindanBernard C. Marsma& Frans W. Cornelissen

Visual search behaviours in dement&ated visual impairment in controlled real
world settings

Ayako SuzukKeir Yonglan McCarthyTatsuto SuzukDilek OcalNikolaos
PapadosifosDerrick BoampondNickTyler& Sebastian Crutch

Playing games with your eyes: using gaze for intervention and outcome assessment
in ASD
Leanne Chukosk& Jeanne Townsend

Novel steps for online eygaze contingent attention training: A moubased
moving window approach
Alvaro Sanchedill Van Pu& Ernst Koster

Reading: higHevel processing

1I-40

11-41

11-42

11-43

11-44

11-45

1I-46

Sentence to image priming of gender information. Can eyetracking data shed more
light on priming effects?
Anton Ott| Ute GabriglDawn Marie BehnePascal Gyga& Jukka Hydna

How L2 instruction influences eyeovements during reading: a withjparticipant
study of English learners
Daniel SchmidtkeAmyBeth Warriner Victor Kuperma& Anna Moro

Metaphor comprehension in English as an additional language learner (EALL):
evidence from eye movements
Annina Kristina HesseVictoria Murphy& Kate Nation

Using Eye Movements to Investigate Crhasguage Syntactic Activation During
Natural Reading

Naomi VingronJason GullifeNeronica WhitfordDeanna FrieseiDebra Jare&
Debra Titone

Reading first and second language comprehension texts in Sepedi and English among
senior phase learners
Pheladi F. Fakude

Selective Attention of Second Language Readers
Caleb Prichar& Andrew Atkins

Task effects reveal cognitive flexibility responding to readers' level and word
frequency:Evidence from eye movements for Chindseglish bilinguals during
English reading

Xin Lj Haichao L.iJingyao LiuYongsheng Wanguejun Ba& Guoli Yan
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How EFL beginners and intermediate level students read story structures along with
illustrations via eyéracking techniques
Grace MingYi Hsiet& Sunny Sadu Lin

Theinfluence of location information and word frequency on Chinese poly
morphemic word recognition
Erjia Xu& Xue Sui

Literal and Figurative Language Processing: Evidence from Bilingual Sentence
Reading
Danielle doSantos Wisintaines. Mailce B. Mota

Reading and topic scanning in English and Chinese: Effects of word frequency and
spacing
Sarah J. WhiteYaqi Wang Xue Sui

Eye movements in reading global and local syntactic ambiguity in Russian
Victor AnisimoyOlga Fedorovid_eonid TereschenkoAlexander Latanov

Effects of counterargument construction instruction and viewpoint presentation
order on reducing myside bias in reading texts regarding controversial issues
Miao-Hsuan Ye&: YingTien Wu

The Effects of Tasks and Signals on Text Processing for Readers with Different
Strategies
Shouxin LiDexiang ZhandZhaoxia Zh& Yuwei Zheng

Eye movement correlates of absorbed literary reading
Moniek Kuijpers: Sebastian Wallot

The role of defaultness and personality factors in sarcasm interpretation: Evidence
from eyetracking during reading
Ruth FilikHannah HowmanChristina Ralphearman& Rachel Giora

Cognition and Learning

11-56

11-57

11-58

Lab- Field Comparisons dntra-Subject Variability of Eye Movements

Divya P. Seernariiolger HillChara loannouNadine PenkalleGiuseppe Boccignone
TomFoulshamChristian FleischhakeMonica BiscaldUlrich EbnePriemer&
Christoph Klein

Smart Detection of DriveDistraction Events
William David CliffordCatherine Deega& Charles Markham

The Influence of LigHhduced Dynamics on Attention, Perception, and Driving
Behavior: AReaiWorld Driving Study
Markus GrunerPeter HartmannUIrich Ansorgé& Christian Busel
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Investigating Feedback Processing with Eye Tracking
Kim DirkxJarodzka HalszkaDesiree Joosteten Brinke

Sleep deprivation systematically changes eye movement characteristics
Justine WinklerRicardo RamdSameirq Peter KdnigDaniel Aeschbach Christian
Muhl

Applying heaemounted eyetracking to investigate cultural differences in reabrld
facescanning
Jennifer X. Haensdlim J. Smitl Atsushi Senju

Presentation Parameters Affecting Effects in the Visual World Paradigm
Marie-Anne Morand& Constanze Vorwerg

Predicting Information Context Processing from Eye movements
Saurin S. ParikiHari Kalva

Confidence in perceptual judgments preceding eye movements
Monigue Michi& Wolfgang Einhauser

The relationship between performance in the asticcade task and memory for
paintings
Tobiasz TrawinskiNatalie Mestry Simon P. Liversed§eNick Donnelly

A closer look at numbers in simultaneous interpreting: Anegeking study
Pawel Korpa& Katarzyna Stachowiak

Is parallel language activation modulated by simultaneous interpreting expertise?
Laura Keller

/'ty @&2dz 4SS gKIG LQY aleéAay3akK 9&S vyzg@S
processing in conference interpreting
Katarzyna Stachowiak

Evidencing the emergence of sensorimotor structures underlying proportional
reasoning

Shakila Shayaroes BoverArthur BakkerMarieke van der Scha&f Dor
Abrahamson

From lenses movement to cognitive processes: What new insight may eye tracking
provide

Gustavo Gasaned/aria L. FreijeJuan |. Spechfdrian A. Jimenez Gandiclaudio

A. DelriouxBorko Stosi& Tatijana Stosic

Methods, Software and innovative Technology

1I-71

Statistical analysis of eye movement sequences using spatial point processes
AnnaKaisa Ylitalo
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11-72 Study of fixations and saccades when viewing holograms, stereo imagezDand
images
Taina M. LehtimékiMikkoNiemelé RistoNasanen Ronan G. Reil§ Thomas J.
Naughton
1I-73 Using gaze data to evaluaitext readability: a multi task learning approach
Ana V. Gonzale@arduiio
1I-74 Parsing Pupil and Eyeball Movement in Cantersed Eyéracker Output
Jun Ba& Richard Shillcock
1I-75 Extracting Saccad®-fixation Trajectory From Eye Movement Data in Reading
Jun Ba& Richard Shillcock
11-76 Datadriven Gaze Event Classification for the Analysis of Eye and Head Coordination
By NaturalTask.
Gabriel J. DiaReynold BaileyChris KanarMychal LipsonJeff Pel& Rakshit Kothari
1-77 Assessment of Two LoBost Eye Trackers
Shanmugaraj Madasamy
11-78 Mobile eye tracking: Reliability in assessing saccadic eye movements in reading
Alexander Leuhe&Katharina Rifa& Siegfried Wahl
1-79 Ld ¢KSNB | a4t LISNDIFO1é hLIiAz2y Ay GKS 52YIFAY

Comparing Devices
Agnes Scholdohannes Tit& Peter Sedimeier

11-80 Whatto expect from your remote ey&racker when participants are unrestrained
Diederick C. NiehorsteFim H. W. Cornelissegiienneth Holmgvistgnace T.C. Hooge
& Roy S. Hessels

11-81 Gaussian Mixture Models for Information Integration: Toward Gatermed
Information Foraging Models for Imagery Analysis
Maximillian ChenKristin DivisLaura McNamaral. Daniel Morrow: David Perkins

11-82 Moving from low level eye movement data to meaningful content in dynamic
environments
Kristin M. DivisMaximillian ChenLaura McNamaral. Dan Morrow& David Perkins

11-83 Measuring dynamic and static vergence using an autostereosdggtay
Wolfgang Jaschinski

11-84 Objective measurement of variability of fixation dispaqtig it possible?
Dawid DominiakAlicja Bren#rakowska& Wolfgang Jaschinski
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11-85 SturmianWavelets as a tool to analyze eye tracking data
Jessica A. Del Punt@ustavo Gasanearia L. FreijeMarcos Meak Lorenzo U.
Ancarani

1-86 {ddzRe 2y SeS Y20SYSyid ReylYAO& RdNAy3 {if
Katarzyna Harezla& Pawel Kasprowski

11-87 An Update to the EYEEGI oolbox for Combined EyEracking and EEG
Olaf Dimigen

11-88 Accuracy and precision test for a remote visible spectrum eye tracker
ChiaNing Liag Ming-Da Wy YenHua ChangWenChung KagYiChin Chi& Yae
Ting Sung

11-89 Study on Directional Eye Movements in Nioontal Face Images for Eyentrolled
Interaction
Min Lin

11-90 Eyemovement in the dark for the exploration of virtual scenes encoded by sounds
Sylvain HuetJulien DoréZélie BuquetDenis Pelleri& Christian Graff

11-91 OT Eye: A tool to guide intervention and monitor progress during occupational
therapy
Pieter BlignautElize Janse van Rensbé&riylarsha Oberholzer

11-92 GazeCode: an opesource toolbox for mobile ey&acking data analysis
Jeroen S. BenjaminRoy S. Hessdslgnace T.C. Hooge

Session Il{ Wednesday, August 28 15.30- 17.00
Visual perception and ocolomotor control

-1 Exploring the temporal dynamics of trasaccadic perceptual realibration
Matteo ValsecchiCarlos R. Cassanelfrvid HerwigMartin Rolfs& Karl R.
Gegenfurtner

-2 Selective facilitation of the luminance visual pathway by postsaccadic target blanking

Kazumichi MatsumiyaMasayuki Saté& Satoshi Shioiri

-3 Transsaccadic prediction of reabrld objects
Arvid Herwig
-4 Visual perception of intrasaccadic information: A response priming experiment

CharlotteSchwedesElodie Bansd.orena Helf. Dirk Wentura

-5 Visual working memory aids trarssiccadic integration
Emma E. Marshall Stewagt Alexander C Schiitz
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ERP potentials at the stage of saccadic preparation
Victoria MoiseevaMaria Slavutskaya\atalia Fonsov& Valery Shulgovskiy

The effect of distractor processing on the targetated P300: Evidence from
fixation-related potentials

Hannah Hiebeldoe Milley Clemens BrunngAndrey R. NikolagMargit Hofler Anja
Ischebecl& Christof Kérner

Asymmetrical effects of saccade training on express saquag®rtion in the nasal
and temporal hemifields
Arni Kristjanssgnlay EdelmarBjarki D. Sigurporss@&Omar 1. Johannesson

Saccade trainingncreases peak velocities and express saccade proportion for both
trained and untrained eyes
Omar |. JbannessonJay A. EdelmamBjarki D. Sigurporss@nArni Krisjansson

Agerelated changes in modulation of saccadic control by salience and value
Jing HuangKarl R. GegenfurtneAlexander C. Schi&zJutta Billino

An agedependent saccadic saliency model
Antoine Coutro& Olivier Le Meur

Can the cortical magpnification factor account for the latency increase in the remote
distractor effect when the distractor is less eccentric than the target?
Soazig Casteatrrancoise Vit& Robin Walker

The optokinetic nystagmus dynamic reflects the vectilusion perception
Artem Kovalev

The use of eye tracking in fMRI study: differences in adults and children predictive
saccades
Katerina Lukasov& Edson Amaro

Microsaccade and blink rates index subjective states during audiobook listening
Elke B. Lang& Moniek Kuijpers

Fixation duration in EOG studies with eyes closed
Tanina Rol& Niels Galley

Separate resource pools for effector systems? Evidence from magu&motor
dual tasks
Aleks Pieczykolat Lynn Huestegge

Influence of backgroundlumination on horizontal and vertical objective fixation
disparity
Remo PoffaJoélle Jos& Roland Joos
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Interactive and group eye tracking

11-19 Explore the effectiveness of online dynamideo-text vs. static imagéext
multimedia learning on students' science performance: An Eye movement study
YaChi Lir& HsiaeChing She

11I-20 Using eyetracking to provide dynamic assistance on the readikigs of beginner
readers on desktop or mobile devices
Rykie Van der WesthuizénPieter Blignaut

1-21 Using Eye Tracking Data to Assist Identifying Wayfinding Strategies in the Virtual
Maze
TsueiJu Hsiet& JunKai Niu

1-22 Reailtime visualisation of student attention in a computer laboratory
Pieter Blignaut

11-23 Detecting collaboration in a real classroom mathemapicsblem solving session
from visual scafpaths
Enrique G. Moren&stevaJessica Salmine3narj Miika Toivane& Markku S.
Hannula

111-24 t NEBAaSNIBAOS (S OKSNEQ LINRPTS&aaA2y Lt OGAAAZ)
mobile eye tracking in the classroom with retrospective reporting
Sharisse van DridHalskza Jarodzk&rank Crasbor& Saskia Bran&Gruwel

111-25 a[ 221 ¢K2Ua -mN&Jativg thieDenyfie of intéractive eye tracking in chat
Christian SchlésseCarsten Friedrigh.inda Ced8 Andrea Kienle

111-26 Usingeyei NI O1 Ay 3 G(GSOKyAljdzSa (2 SELX 2NB &idzR
books with different roleplaying mechanisms
Gloria YiMing Kag XinZhi Chiangk Tom Foulsham

-27 What does simultaneous eye tracking of two people tell us about the social
interaction and social presence of othersA recurrence analysis
Seiya KamiyaHaruka Nakamur& Takako Yoshida

111-28 Teacher monitoring pair and group work in English as a foreign language lessons:
insights from an eyracking study
Eva MinarikovaZuzane&midekova Miroslav Janik

11I-29 Detecting collaboration in a real classroom mathematics problem solving session
from visual scafpaths
Enrigue G. Morené&steva Jessic&alminerSaarj Miika Toivane& Markku S.
Hannula
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Facing challenges in groug#\n exploratory eye tracking and EDA study
Michelle L. NugtererEetu HaatajaHalszka Jarodzkdonna Malmberg Sanna
Jarvela

Infrastructure and Methodology for Group Studies in Multiple Eye Trackers
Laboratory

Martin Konopka Robert Moro Peter DemcakPatrik HlavacJozef Tvarozelakub
Simkg Eduard Kurid®avol Navra& Maria Bielikova

Robust Recording of Program Comprehension Studies with Eye Tracking for
Repeatable Analysis and Replay
Jozef Tvarozeartin KonopkaJakub Huckd®avol Navra& Maria Bielikova

Visual processing in the real world

11I-33

11I-34

111-35

11I-36

1I-37

11I-38

111-39

11-40

11141

1142

Analyze the gaze behavior of drivers of s@mionomous vehicles
HolgerSchmidi& Rahel Milla

Adding mirror information to the traditional Hazard perception test discriminates
between novice and experienced drivers
Petya Ventsislavov& David Crundal

Agerelated changes in gaze dynamics during-reatld navigation
Marcia BécyuGuillaume TatyrAnnisRayan Bourefid_uca L. Bologn®enis
Sheynikhoviclk Angelo Arleo

Potentials of eyaracker use for wind turbine maintenance workers
Berna Ulutas Stefan Bracke

How individual differences in visual learning process are reflected by eye movements
Aleksandra Kro& Monika Mak

The challenge of learning histology: a longitudinal observational study with medical
freshman students
Alan BrechtGertrud Klaue& Frank Nirnberger

The decision making aadiologists: A joint effect of experience and authority
Xuejun Bak Meixiang Chen

An Eye GazBased Approach for Labeling Regions in Fundus Retinal Images
Nilima Kulkarni & Joseph Amudha

No linkbetween eye movements and reported eating behaviour in a-clarical
population
Frouke Hermen& Leanne Caie

Using Eye Tracking to Evaluate Survey Questions
Cornelia E. Neuert
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Identifying problems in translation from scratch and pesiting with keylogging and
eyetracking data
Jean Nitzke

Evaluating the Comprehensibility of Graphical Business Process ModelEye
Tracking Study

MichaelZimoch Ridiger Prys§homas ProbsWinfried SchleeGeorg LayheHeiko
Neumann& Manfred Reichert

Eye movements whilg perceiving images of natural and built environments
Wy t SYH NEDY X35 {a~HSNES |9 GAMINyNS V + 6 I €

Eye movements arinked to sexual preference in a real world preferential looking
paradigm
Frouke Hermen& Oliver Baldry

Language and Cognition

1-47

111-48

11-49

11I-50

11I-51

111-52

111-53

111-54

Gazespeech coordination when listening to L1 and L2 speech
Agnieszkd&onopka Emily Lawrenc& Sara Spotorno

When tones constrain segmental activatioompetition in Chinese spoken word
recognition: evidence from eye movements
Chungl Erica SuGuanHuei L& JieLi Tsai

Reading Music. How Tonality and Notation Influence Music Reading Experts' Eye
Movements and Information Processing.
Lucas LorgtBenedict Fehringe& Stefan Miinzer

Characteristics of sighieading performance of pianists depending on texture of

musical pieces

Leonid V. Tereshcherko [ & dZBogk@Q 5!l NN & | YGhlina Bl y OKSy | 2
Zadneprovskay& Alexander V. Latanov

Eyemovements during the encoding of object locatigrevide new insights into
the processing and integration of spatial information
AnneKathrin BestgenDennis EdlefFrank Dickman& Lars Kuchinke

Automatic identification of cognitive processes in the context of spatial thinking
Anna Klingau& Benedict C.O.F. Fehringer

Rotate It!¢ What eye movements reveal about solution strategiéspatial
problems
Stefanie WetzeNMeronika Krau® Sven Bertel

Fixation time as a predictor of the improvement of the test performance during a
chronometric mentafotation test
Martina Rahe& Claudia QuaisePohl
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Eye movements during abductive reasoning process
LiYu Huang HsiaeChing She

A tool to visualize theomplete problem solving scenario
John J. H. L& Sunny S. J. Lin

The effects of symbolic and social cues on gaze behavior
Flora loannidoyFrouke Hermen® Timothy Hodgson

Tonic and Phasic Changes in Pupil Size Are Associated with Different Aspects of
Cognitive Control .
Péter Pajkos®y # 3y S &Gy(ld Defdted Mihaly Racsmany

Pupil dilation and conflict processing: probability of occurrence of conflict trials
influences pupil size
Michael A. Kursawd-ranca Schwesing&rJochen Musseler

Location Trumps Color: Determinants Of Fedeoice Eye Movement Control
Towards Arbitrary Targets
Lynn HuesteggeOliver HerbortNora GoschWilfried Kund& Aleks Pieczykolan

A crosscultural investigation of the Positive Effect in Older and Younger Adults: An
Eye movement study
Jingxin WangFang XieLiyuan HeKatie L Meadmor& Valerie Benson

Timedependency of the SNARC effect on number words: Evidence from saccadic
responses

Alexandra Pressigouf\gnes CharvillaKarima MersadAlexandra Faye&l Karine
DoréMazars

Empirical and Perceived Task Difficulty Prefliet Movements during the Reading of
Mathematical Word Problems
Anselm R. StrohmaigMatthias C. Lehngdana T. Beitlick Kristina M. Reiss

Cognitive strategies for solving graphically presented chemical tasks
Yulia Ishmuratov& Irina Blinnikova

Reading: wordevel processing

11I-65

111-66

The availability of low spatial frequency informatiaffects the effect of word
predictability
Stefan Hawelk& Tim Jordan

CrossFrequency Coupling: Correlates of Predictability in Natural Reading
Nicole A. HimmelstglSarahSchusterLorenzo VignaliStefan HawelkaFlorian
Hutzler& Rosalyn Moran
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1-67

111-68
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1170

71
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-74

75

1176

=77

1I-78

1-79

Predictability effects and preview processing for eaed two- character word in
Chinese reading
Lei CyiJue WangHuizhong Zha& Simon Liversedge

wSFRAY3 g2NREA Ay O2yGSEGY 9FRIDHI&H Q2B
movements
Simon TiffifRichard Sascha Schroeder

The two sides of prediction error in reading: on the relationship between eye
movements and the N400 in sentence processing
Franziska Kretzschm&rPhillip M. Alday

Understanding word predictability using Natural Language Processing algorithms
Bruno BianchiGastén B. Monzémiego F. Slezakuciana Ferreduan E.
Kamienkowsk& Diego E. Shalom

Working memory capacity affects eye movement behavior dutihtnese reading
Xingshan L&Ya Lou

Reading and searching in Chinese: The role of lexical processing
Sarah J. WhiteXiaotong WangLi Hua Zhang & Xue Sui

e

Orthographic and Root Frequency Effects in Arabic: Evidence from Eye Movements

and Lexical Decision
Ehab W. Hermen&imon P. Liversedggana Bouamama& Denis Drieghe

Information Acquisition from Left of the Current Fixati&vidence from Chinese
Reading
Lin Lj Xue Su& Ralph Radach

Interword spacing effect on Chinedevelopmental dyslexia: A comparison in oral
and silent sentence reading
Mingzhe ZhangKe TanWen Wang& Xuejun Bai

Transposed Letter Effects in Persian: Evidence fr@anaantic Categorization Task
Ehab W. Hermendlajar AmarKeyYekani Ascensién PagaMercedes Sheeh
Timothy R. Jordani

Word skipping in Chinese reading: The role of Hiigquency preview and syntactic
felicity
Chuanli ZangHong D& Simon P. Liversedge

Semantic Transparency Modulates tBmotional Words in Chinese Reading:
Evidence from Eye Movements
Kuo ZhangJdingxin WangLin Li Shasha Pa& Simon Liversedge

General Linear Modeb isolate highetlevel cognitive components from oculomotor
factors in natural reading by using EEG andteyeking data coregistration

NJ
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Anne Guériibugué Benoit Lemairé& Aline Frey

The use of pupillary response as an indicator of reading task complexity in Irish
Patrick M. HynesRonan G. Reil§ Raul Cabestrero

Dynamic properties of returaweep saccades during reading
Rostislav Belyaewladimir KolesguGalina Menshikoyalexander Popo& Victor
Ryabenkov

Taking typography to experimental testing: On the influence of serifs, fonts and
justification on eye movements in text reading
Julian JaroschMatthias Schlesewsk$ptephan Fiss& Franziska Kretzschmar

Translation quality assessment: eye movement evidence
Alena Konin& Tatiana Chernigovskaya

What does the rhino do with the rosé®edicting gaze duration to validate an adult
version of the Salzburger LeSereening (SEB)
Jana LidtkeEva Frohlic& Arthur M. Jacobs
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Keynotes

nday, August 20, 18.00- 19.00

Auditorium Maximum(HS 33 K.11.24)

On covert attention and presaccadic attention

Marisa Carrasco

New York University, UniteBtates of America
marisa.carrasco@nyu.edu

Endogenous (voluntary) and exogenous (involuntary) covert spatial attention alter performance and
appearance in many basic visual tasks mediated by contrast sensitivity and spatial resolution, without
accompanying @S Y2@SYSydao t NSal OOFRAO ddSyidAazy Ftfz20t
(in the absence of attention cues) also modulates performance. For instance, akin to covert attention,
while planning an eye movement presaccadic attention improvefopaance and increases perceived
contrast at the saccade target location. Critically, these modulations change the processing of feature
information. Using a psychophysical reverse correlation approach, we found that saccade preparation
selectively narrowrientation tuning and enhances the gain of high spatial frequency information at
the upcoming saccade location. Moreover, this frequency shift takes place automatically even when it
is detrimental to the task at hand. These three studies reveal thatetimesdulations are timelocked to
saccade onset, peaking right before the eyes move. Crucially, merely deploying covert spatial attention
without preparing a saccade alters neither performance nor appearance within the same temporal
interval. We propose thasaccade preparation may support transaccadic integration by reshaping the
representation of the saccade target to be more foliéa just before saccade onset. | will discuss
similarities and differences among cowhdogenous and exogenogspatial, featre-based and
presaccadic attention, with regard to their temporal dynamics, gain and tuning properties.
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Monday, August 2%, 9.00- 10.00

Auditorium Maximum(HS 33 K.11.24)

An update of the functional role of the dorsal visual stream

Laure Pisella
Lyon Neuroscience Research Center, France
laure.pisella@inserm.fr

While the deficits consecutive to the right tempeparietal junction damage concern the spatio
temporal integration of the visual information sampled by eye movements, the deficits consecutive to
the dorsal posterior parietal cortex (PPC) damage haveoimneon to concern peripheral vision. In
particular, bilateral dorsal PPC damage leads to a reduced search window when spatial binding of line
is needed, a specific visual search deficit for symbols which has also been observed in individuals with
visuo-attentional form of developmental dyslexia. One hypothesis we have put forward is that the dorsal
PPC actively compensates for the undepresentation of peripheral vision that accompanies central
magnification.
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Monday, August 2%, 17.00- 18.00

Auditorium Maximum(HS 33 K.11.24)

Where (and when) next? How people view images of natural scenes

Ben Tatler
University of Aberdeen, Scotland
b.w.tatler@abdn.ac.uk

We move our eyes two or three times every second, in order tatlyetright information at the right

time for the behaviours we engage in. Where we look is determined by a mixture clelal
information, higherlevel understanding, internal goals, and biases to view scenes in particular ways.
Computational models areneerging that include factors from the full range of this mixture and do a
reasonable job at explaining where people look in scenes. However, a complete understanding of how
we gather information from scenes must encompass not only where people look lmutvalen they

move their eyes. Studies of temporal allocation of gaze in scene viewing are far fewer in number than
studies of spatial allocation and theories assume separate mechanisms for controlling the spatial and
temporal allocation of gaze.

I will revew current understanding of spatial and temporal gaze allocation in scene viewing and present
our recent decisiofbased model of scene viewing that encompasses both when and where the eyes
move. Our model asserts that each decision to move the eyes ivanation of the relative benefit
expected from moving the eyes to a new location compared with that expected by continuing to fixate
the current target. The eyes move when the evidence that favors moving to a new location sufficiently
outweighs that favang staying at the present location. This single decision process can explain both
when and where people look in scenes.
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Tuesday, August 22, 9.00- 10.00

Auditorium Maximum(HS 33 K.11.24)

Eye movement studies of reading in speciapulations

Debra Titone
McGill University, Montreal
debra.titone@mcgill.ca

Eye movement investigations have long been crucial for building a comprehensive understanding of the
cognitive and perceptual processes that support reading and démguage processes because of their
naturalness and great temporal precision (reviewed in Rayner, Pollatsek, Ashby & Clifton, 2012). Indeec
most of what we know about psycholinguistics has been deeply informed by eye movement reading
data, including the dndamentals of word processing, contextual effects, grammatical interpretation,
and higherlevel aspects of language such as figurative or emotional effects on language.

Of relevance here, much of this work has historically focused on univagpits mondingual (or
presumed monolingual) readers. However, in recent years, eye movement studies of reading have beer
SEGSYRSR (2 || @GFrNaSGe 2F GalLISOAlf & LI2LzZ I GA2Y:
present some of the work from my laborat that has used eye movement measures to study a variety

of psycholinguistic questions about reading in different populations. These populations include healthy
bilingual younger and older adults, as well as neuropathic populations, such as peoplewiiting
schizophrenia or dyslexia. Across these populations, | will focus on the interplay between local word
level processing and more global influences of context, such as what arises from variations in sententia
constraint or the interpretive demands fifjurative language.
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Wednesday, August 28 9.00- 10.00

Auditorium Maximum(HS 33 K.11.24)

The roles of cortical areas in guiding eye movements during visual search

James Bisley
University of California, United StatesArherica
jbisley@mednet.ucla.edu

Over the past 25 years, it has become clear that the lateral intraparietal area (LIP) and the frontal eye
field (FEF) play important roles in guiding saccades. Yet despite this focus, it is still unclear how the two
areas dffer: neurons in each area often behave quite similarly in standard search or oculomotor tasks.
Using a visual foraging task, in which animals are free to move their eyes as they please and from which
we can record activity across multiple eye movementthiw a trial, we have identified numerous
differences between the areas. | will discuss the implications of these results and suggest that the areas
are part of a recurrent system in which additional processing occurs between LIP and some FEF neurons,
while others provide feedback to LIP about upcoming and previous saccades.
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Thursday, August 22, 17.30- 18.30

Auditorium Maximum(HS 33 K.11.24)

The interaction between vision andye Movements

Karl R. Gegenfurtner
Giessen University, Germany
gegenfurtner@unyiessen.de

The existence of a central fovea, the small retinal region with high analytical performance, is arguably
the most prominent design feature of the primate visual system. This centralization comegveikbn

the corresponding capability to move the eyes to reposition the fovea continuously. Past research on
visual perception was mainly concerned with foveal vision while the observers kept their eyes
stationary. Research on the role of eye movementsisual perception emphasized their negative
aspects, for example, the active suppression of vision before and during the execution of saccades. Bl
is the only benefit of our precise eye movement system to provide high acuity of the small foveal region,
at the cost of retinal blur during their execution? In this review, | will compare human visual perception
with and without saccadic and smooth pursuit eye movements to emphasize different aspects and
functions of eye movements. | will show that the interactibetween eye movements and visual
perception is optimized for the active sampling of information across the visual field and for the
calibration of different parts of the visual field. The movements of our eyes and visual information
uptake are intricatly intertwined. The two processes interact to enable an optimal perception of the
world, one that we cannot fully grasp by doing experiments where observers are fixating a small spot
on a display.
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Talks

Monday, August 2%, 10.30- 12.30

SymposiumDevelopmental eye tracking: Problems, solutions and applications of screen and freadnted
eye tracking
Room 1(HS 14 M.10.12)

Assessing gaze data quality in a large muakintre autism developmental cohort
Ana M. Portugal Luke MasonTim J. Smith
Center for Brain and Cognitive Development, Birkbeck, University of London, UK, United Kingdom
avazpoOl@mail.bbk.ac.uk

Eye tracking datquality is a matter of increasing importance when automatically processing data. This
is especially critical when studying gaze behaviour developmentally (infants and children) or clinical
populations, who commonly have problems with data recording andMoom the data tends to be
systematically poorer. In this project we aimed at processing and analyzing eye tracking data collected
as part of a large scale cohort (N=672) of children and adults with Autism Spectrum Disorder (LEAP EU
AIMS). Given the sizd the dataset, the multcenter nature of the study and the target population, it

was expected that the quality of the dataset would differ across participants creating variable
processing requirements. We estimated various quality related metrics in dhegaze data, use
principle component analysis to reduce these metrics to 4 quality dimensions (Flicker, Precision,
Accuracy and Binocular Disparity); which were then used to cluster the datasets in terms of their
relative level of quality. Finally, we arhatically estimated fixations using different processing
thresholds according to each quality group. This elitigen approach to classify data quality provides
potential way to achieve reliable and valid results that take in consideration the systediiéirences

found across developmental and clinical groups.
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Gazepath: An eydracking analysis tool that accounts for individual differences

and data quality
Daan van RenswoudeMaartje Raijmakera Ingmar Vissér
University of Amsterdani\etherlands;
2Leiden University, Netherlands
D.R.vanRenswoude@uva.nl

Eyetrackers are a popular tool to study cognitive, emotional and attentional processes in different
populations (e.g., clinical andgigally developing) and participants of all ages, ranging from infants to
elderly. This broad range of processes and populations implies there are many anterintra
individual differences that need to be taken into account when analyzingrepking dita. Standard
parsing algorithms supplied by the efracker manufacturers are typically optimized for adults and do
not account for these individual differences. In this talk we presents gazepath, atoeasg Rpackage

that comes with a graphical usénterface (GUI) implemented in Shiny (RStudio, Inc, 2015). The
gazepath Ppackage combines solutions from the adult and infant literature to provide a-diav@n
eye-tracking parsing method that accounts for individual differences and differences inqdaty.
Although gazepath is a suitable tool for both adult and infant data, in this talk we highlight its usefulness
on infant data. We show that gazepath is able to pick up a developmental pattern of decreasing fixation
durations with age, an effect thias obscured when standard parsing algorithms are used.
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Quantifying the microdynamics of attention during paresthild interaction:

practicalities and insights
Nadia NeesgaardAtsushi SenjuTim J. Smith
Birkbeck, University of London, United Kingdom
nneesg01@mail.bbk.ac.uk

Development of joint attention is a fundamental skill for social and cognitive development from early
infancyand has been the focus of much research. Evidence, however, shows that different ways of
measuring this may not correlate with one another (Navab et al., 2011). Thus, more naturalistic yet still
precise measures, such as headunted eyetracking (HMET) ding naturalistic parenthild
interaction (PClI), are needed to determine how this mechanism develops. While pioneering researchers
have successfully used HMET in PCls (Yu and Smith, 2013), other researchers experience many
problems due to the physiologitdifferences and practical challenges of infant HMET. In this talk we
will present data from a P@Gtudy using tabletop fre@lay (14monthold infants) where we observed

a high attrition rate and experienced great trouble with automated pinaitking, acurately tracking

pupil center and corneal reflection in less than 50% of frames. Manual override of the tracking was used
to salvage data and then haddbel region of interest hits (e.g. head, objects, hands) to measure the
microdynamics of joint attentin. However, such manual solutions incur a massive time cost (1 minute
of data=180 minutes of handeaning). We will discuss the influence data cleaning has on naturalistic
measures of joint attention and propose solutions.

Headmounted eyetrackingforda G dzZR@€ Ay 3 Ay FlLydaQ | GGSydAa:
activities
Heather L. KirkorianSeung H. Yoo
University of WisconsiVadison, United States of America
kirkorian@wisc.edu

Eyetracking is an increasingly popular method for studying perceptual, cognitive, and social
development. Such methods are particularly valuable in studying infants and young children who

cannot clearly articulate their thoughts or complete repetitivengadex experiments. However, most

research with infants relies on simple visual patterns or still pictures of objects and faces, precluding
ISYSNIfAT oAt AGE (G2 AYyTFrydiaQ SOSNERIE SELISNASyOSaE
with people aml objects who move through space and with whom infants can interact. Recent advances

in headmounted eyeli N} O1 Ay3 Syl ofSa NBaSIHNOKSNA (2 206aSNBS
settings, thus overcoming some limitations of prior studies. Nonesglthis technology also presents

new challenges, such as convincing infants to wear (but not touch) the apparatus on their heads. A
related issue is the extent to which such compliance varies systematically with other measures (e.g.,
performance on inhittory control tasks). This presentation will address some pros and cons associated

with remote versus headhounted eyell NI O1 Ay 3 (2 &aiddzRe AYyTFlyiaQ @Aiadz
activities (watching videos, interacting with mobile devices, playinly wial objects). Emphasis will be

given to the practicalities of collecting usable data from infants as well as analyzing data to answer key
research questions.
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spatio-temporal cales
Samuel V. WassKaili Clacksoh Stani Georgievé Victoria Leong
1University of East London, United Kingdom;
2University of Cambridge, United Kingdom;
®Nanyang Technological University, Singapore
s.v.wass@uel.ac.uk
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The majority of our understanding of attention comes from studying attention within controlled
experimental settingg which, due to their discrete, tridby-trial nature often bear little resemblance

to the requirements placedoh (0 6 SY G ABZ NE RQWRB i SE( & ® Embnthiok LIA O
infants we measured naturalistic attention in four settings. First, to a toy on a tabletop task, in two
conditionsg solo looking (child playing alone) and joint attention (child pigywith mother). Second,

to a screen, in two conditions static (pictures) and dynamic (TV clips). The durations of spontaneous
attention episodes were measured at two spat@mporal scales look durations and (for the screen
stimuli only) fixation duations. For both look durations and fixation durations a similar pattern was
observed: dynamic stimuli evoked more very short looks and fixations, but also more very long looks
and fixations. A similar pattern was observed, for look durations, duringatti@tion relative to solo
looking: joint attention led to more very short looks, but also more very long looks. We hypothesise
that naturalistic attentional behaviours are influenced by two factors: attentional inertia and
exogenous attention capture. €ke two factors combine to create the pattern of results observed.
Exogenous attention capture is higher for dynamic stimuli, and during joint attention.

Active Vision: What heagnounted eye tracking reveals about infants' active

visual exploration
ChenYu
Indiana University, United States of America
chenyu@indiana.edu

Visual information plays a critical role in early learning and development, as infants accumulate
knowledge by exploring theisual environment. Beyond the earliest stages of infancy, young children
are not mere passive lookers, but they are also active doers. One of the first and most vitally informative
types of actions infants take involves the satihtrol of their looking Bhaviors to visually explore the
world. Secalled active vision in infancy is key to the gdiatcted selection of information to process.
Recently, we use a new technology based on headinted eye tracking which allows us to collect vast
volumesofego Y i NA O @A RS2 RI Gl | yR -byfcmentisgal anditd2vhen A y
they engage in various tasks in the real world. In this talk, | will present several studies, focusing on
SEFYAYAY3I (GKS &a0NHZOGd2NB 27F Qérikg aRtg padicipatibhdin/d Y A
physical and social world. | will show how visual information is critical to serve a wide range of tasks in
natural environments, from guiding motor action, to learning about visual objects, and to interacting
with social @rtners.
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Thematic Session: Saccade programming |
Room 2(HS 32 K.11.23)

Fixationrrelated brain activations: emotional valence interacts with high and

low-level image properties
aAOKIl O Yidayine Bildrgzk Y Ay 3| 1 Alek&aadiaDémagalik
1Psychophysiology Laboratory, Institute of Psychology, Jagiellonian University, Krakéw, Poland;
hSdzNRPoA2E 238 S5SLINIYSYyds ¢KS alvz2Lltall / SyidNs
Poland
michal.kuniecki@uj.edu.pl

Temporal and spatial characteristics of fixations are affected by image properties, includidgugbh
scene characteristics and lelvel physical characteristics. The influence of these factors is modulated
by emotionalcontent of an image. Here, we aimed to establish whether brain correlates of fixations
reflect these modulatory effects. We scanned participants and measured their eye movements, while
presenting negative and neutral images in various image clarity conditiwith controlled object
background composition. The fMRI data were analyzed using novel fixaaged eventelated (FIBER)
method, which allows tracking brain activity linked to individual fixations. Fixating an emotional object
was linked to greatedeactivation in the lingual gyrus than fixating the background of an emotional
image, while no difference was found for neutral images. Deactivation in the lingual gyrus might be
linked to inhibition of saccade execution. This was supported by longetiduseof fixations falling on

the object than on the background in the negative condition. Furthermore, increasing image clarity was
correlated with fixationrelated activity within the lateral occipital complex. This correlation was
significantly strongefor negative images. Overall, emotional value of an image changes the way low
and highlevel scene properties affect characteristics of fixations as well as fixalated brain
activity.

Learning sequences of eye movements: linking motor processimg @ognition

in the brain
Melanie R. Burkg Claudia C. Gonzalez
University of Leeds, United Kingdom;
2Thomson Rivers University, Department of Psychology, kamloops, BC, Canada.
m.r.burke@leeds.ac.uk

Many of our daily activities involve the reproduction of series of veelbrdinated movements that
become wellrehearsed and result in automatic behavior. At some point all of these sequences of
movements need to be acquired by the brain, and learnt (genevalyepetition) to produce the often
seamless result. This study aimed to look at the network of brain areas involved in the acquisition of
such sequences and establish if the network differed depending on complexity of the sequence to be
acquired. We exained the eye movements and brain activation in 12 healthy individuals to either
short (4 component) or long (8 component) sequences and found clear segregation of networks for the
shorter versus longer sequences respectively. Shorter sequences activated prefrontal brain
regions including the dorsolateral prefrontal cortex, whereas in contrast longer sequences revealed
activation in more posterior premotor and motor cortices. This supports the current model of parallel
processing for motor learning pposed by Hikosaka et al (1999; 2002). The model describes an initial
visuospatial acquisition of the information on first presentation of the stimulus that can then shift to
more implicit (motoric) storage systems depending on sequence complexity.
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Oculonmotor dominance in dual tasking and the influence of stimukmssponse
modality mappings
Mareike A. Hoffmann Aleks PieczykolarLynn Huestegge
JuliusMaximiliansUniversitatWiirzburg, Germany
mareike.hoffmann@unrwuerzburg.de

Performing two tasks simultaneously usually yields performance costs. Whenever tasks involve
different response modalities (in terms ofilized effector systems), such dualsk costs are typically
distributed asymmetrically, a phenomenon that can be interpreted as a marker for response modality
prioritization. Specifically, the response modality exhibiting fewer -dask costs is regastl as being
prioritized over the other. Based on this rationale, previous studies examined-crodal dual
response compounds triggered by single (auditory) stimuli and demonstrated oculomotor (i.e. saccade)
dominance over manual and vocal responses.rifepto extend the range of response modalities and

to generalize previous findings to a typical dtask setting, the present study investigated dimsk

cost asymmetries in pairwise combinations of saccadic, manual, vocal, and pedal responses triggerec
by visual or auditory stimuli. Furthermore, by manipulating the mapping of stimulus modality to
response modality, which is known to affect dtask performance, we were able to assess its specific
role for response modality prioritization. The resultidgattask cost asymmetries across all pairings
suggest a consistent ordinal prioritization pattern among response modalities including clear
oculomotor dominance over all other effector systems. Interestingly, while r8odality mappings
affected duaftask costs in certain response combinations they did not modulate the overall
prioritization pattern.

Using Saccade Averaging to study Decision Making signals
Geoffrey Megardon Petroc Sumner
CardiffUniversity, United Kingdom
geoffrey.megardon@gmail.com

The Global Effect (GE) traditionally refers to the tendency of eyes to first land in between two nearby
stimuli¢ forming a unimodal distributiorBy measuring a shift of this distribution, recent studies used
the GE to assess the presence of decis@ated inputs on the motor map for eye movements.
However, this method cannot distinguish whether one stimulus is inhibited or the other is fadlitat
and could not detect situations where both stimuli are inhibited or facilitated.Here, we find that 1) a
GE is detectable in the bimodal distribution of landing positions for remote stimuli, and 2) this bimodal
GE reveals the presence, location and pigfaifacilitation or inhibition) of selectiomistory and goal
related signals. We tested, for different intstimulus distances, the effect of the rarity of double
stimulus trials, and the difference between performing a discrimination task comparedeahoice.

Our work show that the effect of rarity is symmetric and decreases with-stterulus distances, while

the effect of goalirected discrimination is asymmetrieoccurring only on the side of the distractor

and maintained across intestimulus distances. These results suggest that the former effect changes
the response property of the motor map, while the latter specifically facilitates the target location.
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The necessity to choose causes effects of expected value
Christian Wolf Anna Heuer Anna SchubpAlexander C. Schiitz
PhilippsUniversitat Marburg, Germany
chr.wolf@unimarburg.de

Humans cammaximize reward by choosing the option with the highest expected value (probability x
magnitude of reward). Expected value is not only used to optimize decisions but also for movement
preparation to minimize reaction times to rewarded targets. Here, weedskhether this is only true

in contexts in which participants additionally have to choose between different options. We probed
eye movement preparation by measuring saccade latencies to differently rewarded single targets
(singletrial) appearing left oright from fixation. In choicérials, both targets were displayed and
participants were free to decide for one target to receive the corresponding reward. Siiajle
latencies were modulated by expected value only when chbieés were present. The fluence of
expected value increased with the proportion and difficulty of choices and decreased when a cue
indicated that no choice will be necessary. Choices caused a delay in subsequent responses to the non
chosen option which can be explained by a loegibaseline activity in the decision signal. Taken
together, our results suggest that expected value affects saccade preparation only when the outcome
A& dzy OSNIFAYy FyYyR RSLISYyRa 2y G(KS LINIAOALIY(E&AQ 06SK
targets differing in expected value.

SERIA A model for antisaccades
Eduardo A. Apontg Dario SchoeBj Klaas E. Stepha? Jakob Heinzfe
Translational Neuromodeling Unit, University of Zurich/Swiss Institute of Technology, Zurich,
Switzerland;
2Wellcome Trust Center for Neuroimaging, University College London, London, UK
aeduardo@biomed.ee.ethz.ch

The antisaccade task is a paradigm to study voluntary control of eye movements. Participants need
inhibit a prepotent reaction towards a cued location and to produce a saccade in the opposite direction.
Here, we introduce the Stochastic Early Reaction, Inhibition, and late Action (SERIA) model, a novel
statistical approach to model error rates amelaction times. In contrast to previous methods, we
provide a formal statistical formulation as a generative model which can be fitted to individual trials,
not only summary statistics. We applied the SERIA model to data (47 subjects) acquired duried) a mix
pro- and antisaccades design. The two types of responses were randomly interleaved with ratios of
80:20, 50:50 and 20:80, respectively. In total, 27072 trials were analysed and used to infer the
parameters of the model. Our results indicate that the BERo0del can explain eye movement
behaviour on a subject by subject basis. Moreover, different components of the model are affected by
trial probability in different manners: Whereas inhibitory control was highly sensitive to trial type
probability, a unitcontrolling initiation of voluntary action was affected by uncertainty, i.e., Shannon
entropy.
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Special Thematic Session: Communication by gaze interaction |
Room 3(HS 28 1.13.71)

Eye movement as material for interaction design
Hans Gellersen
Lancaster University, UK
h.gellersen@lancaster.ac.uk

Eye movements are central to most of our interactions. We use our eyes to see and guide our actions and they
are a natural interface that is reflective of our goals and intereststhA&tsame time, our eyes afford fast and
accurate control for directing our attention, selecting targets for interaction, and expressing intent. Even though
our eyes play such a central part to interaction, we rarely think about the movement of our eydwmaadimited
awareness of the diverse ways in which we use our eyes for instance, to examine visual scenes, follow movement
guide our hands, communicate narerbally, and establish shared attention.This talk will reflect on use of eye
movement as inputri humancomputer interaction. Jacob's seminal work showed over 25 years ago that eye
gaze is natural for pointing, albeit marred by problems of Midas Touch and limited accuracy. | will discuss new
work on eye gaze as input that looks beyond conventionakgeointing. This includes work on: gaze and touch,
where we use gaze to naturally modulate manual input; gaze and motion, where we introduce a new form of
gaze input based on the smooth pursuit movement our eyes perform when they follow a moving objéciaze

and games, where we explore social gaze in interaction with avatars.

461 SNBOa t221Ay3 |G &2dz2 (AR®PE 52
Anke HuckaufChristoph StrauchJan Ehlers

Ulm University, Germany

anke.huckauf@unrilm.de
InhumanK dzY 'y Ay GiSNI OGAz2zys t221Ay3 Ayildz 2ySQa Sef
pupil-based information is of importance in sodiateractions, its integration might also be conductive
for smooth humarcomputerinteraction. We review respective hitherto existing approaches with the
aim to identify promising pespectives for future applications. Stimuidsiven pupitbased selection
(e.g., Mathot et al., 2013) makes use of the fact that brightness changes produce large and reliable
changes of the pupil size. Nevertheless, this methods is slowed down by the reggteof a binary
decision process. Another attempt utilizes activelytrolled pupil size changes which can be achieved
via biofeedback (e.g., Ehlers et al., 2015, 2016). This produces reliable signals without the need to us
binary decisions. The results obtained with active pupil size changes suggest that selectionftimes o
about 1s are achievable. Using automatic pupil size changes for input (e.g., Strauch et al., 2017), the
signal amplitude is smaller but, pupil size changes can be observed much faster. Although comparative
evaluations of all approaches are still missitigg observations so far suggest that pupésed input
provides promising information for target selé&ion.
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Gazecontingent Games for Neurocognitive Therapy: More than Meets the Eye?
Leanne Chukoskielacqueline NguyerJeanne Townsend
UC San Diego, United States of America
Ichukoskie@ucsd.edu

Attention systems lie at the foundation of a broad range of cognitive skiksaknesses in the ability to

shift attention can affect highelevel skills such as executive function and social processing. The shared
neural circuitry underlying both gaze and attention shifting behavior presented us with an opportunity
to train the slav attention shifting observed in individuals with autism spectrum disorders. We
designed a suite of gazmntingent video games incorporating training principles to scaffold basic
attention skills. Following the 8 weeks of hothased training with these gaes, we observed
significant change in spatial attention. Our use of gaze as an operant behavior also improved inhibitory
control and the ability to maintain focus. Here, we examine additional potential uses ctgatiagent

games including as a supplenieo traditional vision therapy. We also report our experience adapting

an eye tracking system and our games for an individual with cerebral palsy, who lacks the motor skill to
manually control a computer. In summary, this gaoatingent neurogaming appach shows promise

as an effective intervention in autism and has potential as a therapeutic for a broader range of
disabilities.

Applicability of smoothpursuit based gaze interaction for elderly users
SarahChristin FreytagStefan RuffAntje C. Venjakob
Technische Universitét Berlin, Germany
freytag.sc@gmail.com

The applicability of smootpursuit based gaze interaction falder users was investigated. In an
experiment with 75 older users (58 years) three different velocities of object movement were tested
regarding two different interfaces: one for entering digits and one for entering letters. Participants were
presentedwith an audio sequence of words or numbers respectively. The sequence was first read in
whole and then with each word or number separately to allow for direct input after each chunk of
information. The results showed that entering digits was reliablerafatively quick (v1= 1.2 % errors

& 6.6 s/number, v2= 1.8% errors & 8.5 s/number, v3= 5.5% errors & 9.8 s/number), while entering
sentences was slower and more prone to error (v1=5.0% errors & 8.1 s/letter, v2= 6.6% errors & 26.9
slletter, v3= 30.4% erms & 11.8 s/letter) The results suggest that older users are capable of using
smooth pursuits for gaze interaction. The number of elements involved in the selection process should
be limited to allow for robust selection. Furthermore, the participants etbthat the technology was

easy to learn and comfortable to use, thus indicating a general acceptance for this interaction
technology.
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Behavioral Analysis of Smooth Pursuit Eye Movements for Interaction
Argenis Ramiretsomez Hans Gellersen
Lancaster University, United Kingdom
a.ramirezgomez @lancaster.ac.uk

Gaze has been found challenging to use in dynamic interfaces involving motion. Nargets are

hard to select with state of the art gaze input methods and gaze estimation requires calibration in order
to be accurate when offering a successful experience. Smooth Pursuit eye movements broaden
opportunities to extend novel interfaces andgmise new ways of interaction. However, there is not
enough information on the natural behavior of the eyes when performing them. In this work, we tried
to understand the relationship between Smooth Pursuits and motion, focusing on movement speed
and diretion. Results show anticipatory movements when performing pursuits, indicating that the
natural behavior of the eyes to predict the displayed movement. Results could help in the design of
interfaces and algorithms that use Smooth Pursuit for interaction.

Thematic Session: Reading: Neural basis and binocular coordination
Room 4(HS 26 1.13.65)

Saccadic eye movements and neural activity associated with letter naming

speed task manipulations
Noor Z. Al DahhanDonald C. BrienJohn R. KirbyDouglas P. Munoz
Queen's University, Canada
noor.aldahhan@queensu.ca

To further understand the processes that airevolved during reading, we combined functional
magnetic resonance imaging (fMRI) with eye tracking to investigate the neural substrates and cognitive
processes underlying performance during letter naming speed (NS) tasks. 19 healthy young adults (age
21 - 26 years) were recruited. We employed a block design consisting of a letter NS task and three
GENRFyda GKFG 6SNB LK2y2f23A0Ftfe& | yRk2N JAa
articulations were recorded. When the stimuli were both visualyd phonologically similar,
participants had significantly longer naming times and fixation durations, and made more frequent
saccades and regressions than in the single manipulation conditions. fMRI results indicate significant
activation in regions invwged in the reading network and in tasks that require eye movement control
and attention in typical adult readers. Activation in the left temporoparietal areas of the reading
network increased as stimuli became more visually and phonologically similaetarmther indicating
differential neural processes that were associated with each task. These findings further our
understanding of the neural substrates required for reading, and indicate that NS tasks recruit the same
network of neural structures thatra involved in reading and target key regions within this network.
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The effects of cloze probability and semantic congruency on brain responses

during natural reading: A fixatiosrelated fMRI study
Sarah SchustérNicole A. HimmelstoR Stefan Hawelkg Fabio Richlah Martin Kronbichlet?,
Florian Hutzlet
1Centre for Cognitive Neuroscience, University of Salzburg, Austria;
2Neuroscience Institut, ChristiaDoppler Klinik, Salzburg, Austria
Sard.Schuster@stud.sbg.ac.at

The predictability of a word based on prior sentence context facilitates visual word recognition. Most
evidence from neuroimaging, especially from functional magnetic resonance imaging (fMRI)
however, stems from studiepresenting semantically legal and illegal sentences which consistently
highlight contributions of the left inferior frontal gyrus during semantic processing. Contributions of
the left temporal cortex are less consistently reported which is at odds witlytBeli A 2y 2 F G KA & NJ
involvement in storing and retrieving lexisemantic information. The present study investigated the
effects of cloze probability and congruency on eye movements and brain responses during natural
reading by means of simultaneowyetracking and fMRI. While manipulating the congruency of
sentence final words, we also induced different levels of expectations (i.e., cloze probability). In so
doing, we observed higher activation within left inferior frontal regions in response toasgm
violations compared to legal continuations, whereas left middle temporal regions exhibited higher
activation to highcloze words compared to lowloze words. Moreover, left occipiemporal regions,

which have been linked to vistmrthographic procesing, exhibited an effect of congruency for high
cloze finals, indicating that prediction formation might not be limited to the lesiemantic level, but

also propagates to the orthographic level.

Reading fluency is associated with fixation related braesponses to reading
comprehension in 12/ear old typically reading childrenq findings from ce

registered eyetracking and EEG study
Otto Loberg Jarkko HautalaJarmo A. HamalainerPaavo H. T. Leppéanen
University of Jyvaskyla, Finland
loberg.o.h@gmail.com

We ran an experiment where 67 sixth graders read single sentences that were either semantically
plausible, had the last word replad with a semantically incongruent word or had the last word
replaced by a semantically incongruent word neighbor of a plausible last word. The experiment was
conducted in Finnish, a highly transparent language, and participants were asked to judgtealtesn

on their sensibility. We found differentiating pattern of first fixation durationfiseation proportion,
judgement accuracy, N400 and P600 effects between the congruent, incongruent and word neighbor
target words. Also, we analyzed the relatiorsbf reading fluency to eymovements, fixation related

brain potentials and judgement accuracy. Reading fluency was especially associated with the
comprehension processes elicited by the word neighbor target words. We suggest that reading fluency
modulates the time course of comprehension processes, but is not a strong determinant of
comprehension accuracy when the task is simple semantic violation task.
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Changes in overall vergence demands affect binocular coordination during

reading
Stephanie Jainta
Fachhochschule Nordwestschwetdochschule fur Technik, Switzerland
stephanie.jainta@fhnw.ch

Binocular reading requires fireined vergence eye movements to establish andintain a single
LISNDSLIG 2F GKS GSEG® t NRAYFGAO 3t 5358548 60dASR
change absolute disparities while accommodative demands remain unchanged. At present, no data
exists describing effects of forced rgence on binocular coordination in reading. We therefore
measured binocular eye movements (Eyelink 1) while 3 groups of 10 participants read 40 sentences. 2(
sentences were always presented with a vergence demand of 6 degrees (individual controfjh&lext,
absolute disparity of the other 20 sentences was either reducedl(lbggree; EXQroup) or increased

(by +1 degree; ES@oup) or remained the same (contrgtoup). While the measured vergence angle
decreased (5.3 degrees, EXfoup) or increased (Z.degrees, ES@roup) relative to controls (6.2
degrees), fixation disparities (i.e. vergence errors relative to the actual demand) increased (to 25 min
arc) only for reduced vergence demand (Egt@up). This shows an asymmetry in vergence
adjustments ands further supported by a selective increase in convergent drifts (during fixations) for
increased demands only (E§@up). Implications for overall reading performance and optometric
treatments are discussed, also accounting for unaltered heterophotimher of fixations, fixation
durations and saccade amplitudes.

Binocular advantages for parafoveal processing in reading
Hazel I. Blythg Mirela Nikolova, Stephanie Jainth Simon P. Liversedge
tUniversity of Southampton, United Kingdom;
2Institute of Optometry, University of Applied Sciences and Arts Northwestern, Switzerland
hib@soton.ac.uk

During reading, binocular visual input results in superior performance and is important in parafoveal
pre-processingf text. It is not yet clear whether binocular vision in the parafovea primarily facilitates
accurate saccadic targeting, efficient cognitive-precessing of text, or both. We used a dichoptic,
gazecontingent, moving window paradigm (Nikolova et al.12pin order to establish: (1) the spatial
extent of the region of parafoveal text for which binocular input is necessary for fluent reading; and (2)
whether lexical processing efficiency, saccadic targeting accuracy, or both, would show the binocular
advantage from parafoveal preview. Reading time measures revealed that cognitive processing of text
was disrupted unless word N+1 was entirely binocular in the parafovea, but no additional benefit was
observed when word N+2 was also binocular. Additionallyilsiviieading times showed a clear
binocular advantage to lexical processing from parafoveal preview, saccadic targeting parameters (e.g.
accuracy, speed, amplitude and velocity) did not. We conclude that the disruption to reading caused
by presenting monoular text to the right of fixation cannot be attributed to difficulties in binocular
coordination in saccadic targeting but, instead, results from a decreased efficiency in the cogntitive pre
processing of words in the parafovea prior to lexical identiiica
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A new understanding of vergence within fixations, based on differences in the

reading of Chinese and English
Richard Shillcock Yiting Hsiad, Mateo Obregén, Hamutal Kreinet, Matthew A. J.Roberts, Scott
McDonald
University of Edinburgh, United Kingdom;
2Ruppin Academic Centre, Emegidefer, Israel.;
3National Institute for Public Health and the Environment, Bilthoven, Netherlands
rcs@inf.ed.ac.uk

We report analyses frorthe Edinburgh 8.anguage Corpus showing significant differences between

the reading of English and Chinese. Chinese readers generate significantly wider (crossed) binocular
fixation disparities (FDs) at the beginning of fixation; FDs at end of fixationl@sely similar. We

present a novel interpretation of the greater divergence in Chinese based on recent demonstrations

that apparent size causes increases in visual sensitivity (Arnold & Schindel, 2010) and engages more
cortical resource in V1 (KerstenMurray, 2010). We argue that, when faced with visually complex
orthography, the oculomotor system is using sistancy scaling to enable the cortical visual system

2 wizz2y AyQ 2y (KS GSElG® ¢KIG A& iRpedBINEISNGOS & A 3
size constancy to increase the area of cortex activated, thereby facilitating the orientational processing
required by Chinese character recognition. We add this Divergbmheced Magnification Effect

(DIME) to our existing theory ofiiobcular crossed and uncrossed FDs (Shillcock, Roberts, Kreiner, &
Obregén, 2010), in which we have argued that crossed FDs reflect unproblematic viewing conditions

02NJ W/ N2aadSR SeSasx b2 ¢NRdzotSQI / 9b¢ 0 PDOLLARS G KSNJI
theory. We discuss the implications for existing theories of binocular fixations.
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Monday, August 2% 13.30- 15.30
Symposium: Using ey&racking and pupillometry to study rhythmic processing in music and dance
Room 1(HS 14 M.10.12)

Eve/  yQi 5FyOST 9yiNIAyAy3 {FO0OFRAOD
Jonathan P. BattenTim J. Smith
Birkbeck, University of London, United Kingdom
jonobatten@gmail.com

Music has been shown to entrain both voluntary and involuntary movements such as walking and heart
beats. One of our most frequent movements, saccades are thought to be subject to an internal timer
that may also be susceptible &ntrainment. To investigate the influence of musical tempi on eye
movements we developed a continuous visual search task that minimized extraneous influences on
saccadic timing by having participants look clockwise around an ellipse of small circleschn afea
OKFy3aS Ay GKS OANDESQa tSGEdSNI 2N O2 ¢ 2-cahtigert, | NH
or externally timed. Across multiple studies we found: 1) explicit control of saccadic timing is limited to
a small proportion of saccades dumprecisely synchronised when compared to fintggy timing; 2)
saccadic timing does not show any passive entrainment with musical beats, even when the music is
closely aligned in phase; 3) but eye movement timing will synchronise to an isochronouk visua
sequence. This visual synchrony was not affected by the addition or absence of a corresponding musice
beat. These results provide strong evidence that automatic eye movement timing is sensitive to the
temporal demands of visual tasks and impervioush® éntraining influence of musical beats.

Pupil dilation indexes the metrical hierarchy of unattended rhythmic violations
Atser DamsmaHedderik van Rijn
University of Groningen, Netherlands
a.damsma@rug.nl

When we listen to music, we perceive regularities that drive our expectations. This is reflected in beat
perception, in which a listener infers a regular pulse from a rhythm. However, it is sifleanquestion
whether attention to the music is necessary to establish the perception of a hierarchy of stronger and
weaker beats, or meter. In addition, to what extent beat perception is dependent on musical expertise
is still unknown. We addressed thegaestions by measuring the pupillary response to omissions at
different metrical positions in drum rhythms, while participants attended to another task. We found
that the omission of the most salient first beat elicited a larger pupil dilation than thegon of the

less salient second beat. These results show that participants perceived stronger and weaker beats
without explicit attention to the music, suggesting that hierarchical beat perception is an automatic
process that requires minimal attention@sources. In addition, we found that this perception of meter
was independent of musical expertise. Finally, our results show that pupil dilation reflects surprise
without explicit attention, demonstrating that the pupil is an accessible index to unatteprocessing.


http://creativecommons.org/licenses/by/4.0/
mailto:jonobatten@gmail.com
mailto:a.damsma@rug.nl

DOI: 10.16910/jemr.10.6 This work is licensed under a
Creative Commons Attribution 4.0 International License  ISSN: 19958692

74

Predicting attention to auditory rhythms using a linear oscillator model and

pupillometry
Lauren K. Fink, Joy J. Genrig?®, Brian K. Hurlel?, Petr Janata?®
1Center for Mind & Brain, University of California Davis, United StdtAmerica;
2Neuroscience Graduate Group, University of California Davis, United States of America;
SDepartment of Psychology, University of California Davis, United States of America
Ikfink@ucdavis.edu

Multiple studies have shown facilitation of auditory and visual responses when targets of either
modality are presented simultaneously with a salient beat in musical time. Most of these studies

assume their stimuli follow a hierarchical mutheoretic modSf 2F GAYS O6WadNRy3IQ |y
though often music is found pleasurable by virtue of violations of this hierarchy. Here we assess the
potential of a stimulusdriven linear oscillator model (Tomic & Janata, 2008) to predict dynamic
attentiontocomg SE Ydza A Ol f NK&diKYas o6Sé&2yR WaiNRy3aQ |yR
LI NODAOALI yiaQ LISNDSLIidzZ £ GKNBakKz2ftR&a F2NJ RSGSOGAy3
we measured pupil size as an index of attentional state. In our pasticipants listened to continuously

looping rhythmic patterns and responded anytime they heard a change in volume (200ms deviant;
increments/decrements by block). An adaptive thresholding algorithm adjusted the intensity of each

deviant at multiple tempral positions throughout each pattern. Interestingly, the pupil dilated to both

increment and decrement deviants and was a reliable index for distinguishing detected vs. undetected
deviants. A significant negative correlation was found between mpdadicted temporal salience and
LISNOSLJidzk f GKNBaAK2f RY KAIKEAIKGAY3I 2dz2NJ Y2RSEQa o

The EyeTime Span in Music Reading: Local Effects of Stimulus Complexity on
[ 221 Ay3 ! KSI R¢
Erkki Huovineh, AnnaKaisa?, Marjaana Puurtinef
Department of Music Education, Royal College of Music in Stockholm, Sweden;
?Department of Music, Art and Culture Studies, University of Jyvaskyla, Finland;
STurku Institute for Advanced Studies & Department of Teacher Education, University of Turku,
Finland
erkki.s.huovinen@gmail.com

LYy NBFRAY3 YdzaAOI GKS YdAAOAlLY Kla G2 af221 KSIR
fluently. Known as the Eydand Span, this phenomenon has beenasiged in ways that we divide

Ayi2 GKS F2NBFNR LINB2SOGADS | LILINBIFOK O6FAEAY3I (KS
FAYRAY3I 2dzi K2g FI N GKS NBI RSND& Jiteh Bg appfoacky Ra |
(pairing a fixation o a score element with the later performance of the same element). Neither of

these approaches works for studying stimutiriven effects on the span, and we thus introduce a

backward projective approach, intended as a measure of symbol salience. Stafrtimdfixation

targeting a given note symbol, we work backwards in the score, measuring the distance (in units of
YdzaAOFt YSGSNL (2 G6KSNBE GKS YdaAOKt GAYS-gla 324
Time Span (ETS). By two experiments dfitsigading musical melodies in tempo, we show that
YdzZAAOAl yaQ @Gradzf LINRPOSaaAy3d Ay J2dtr@Smdl cdmpleXityt |
O0FyYRK2N) @AadzZ £ arfASyOSuvod b2iGlotes K2gSOSNE
glances to the notes preceding the difficult targets.

R 2 dz&
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Guided eye movements made in response to dance
Matthew H. Woolhouse
McMaster University, Canada
woolhouse@mcmaster.ca

Studies involving expert andovice viewers indicate that biologieaiotion schemas influence eye
movements in the observation of dance; some gestures create relatively concentrated fixation clusters
amongst participants, whereas others lead to diffuse patterns. These findings stigatestperienced
RFEyOSNAE RAOGIFIGS 6KSNB FyR K2g G(GKS& | NB 20aSNI
influence of dance gestures on eye movements, and whether these influences are shared between
observers. To investigate individual dancer ah@hcer gazalirection effects, two females were
videoed performing dancgesture sequences under three gadieection conditions: looking (1) at
OFYSNIFZ 6uH0 2FF OFYSNIYZT YR o600 G GKSANI 29
movement data vere recorded using an infrared passivearker motioncaptured system, enabling

body kinematics and moving ROIs to be included in the analysis. Choreography included 3 anatomica
groups (arms, legs, filody), 2 action locations (peripheral, medial), 2 mment types (staccato,
legato), resulting in 12 gestures. Gestures were arranged into 2 random orders prior to being performed
and videoed. Videos were presented to 32 males/females, while an opticatragkdng camera
recorded eye movements. Results reve G KS &AAIYAFAOFIYy G AYLI OGO dzLs
dancer gazalirection, limb type and location, and independent kinematic variables, including peak
velocity, periodicity and acceleration.


http://creativecommons.org/licenses/by/4.0/
mailto:woolhouse@mcmaster.ca

DOI: 10.16910/jemr.10.6 This work is licensed under a
Creative Commons Attribution 4.0 International License  ISSN: 19958692

76

Thematic Session: Transsaccadic memory and integration
Room 2(HS 32 K.11.23)

Beyond the magic number four: Evidence for highpacity, transsaccadic,

fragile memory and preattentive remapping
Paul Zert, Surya Gayét Kees Muldet, llja Sligté, Stefan Van der Stigchel
1Experimental Psychology, Helmhditstitute, Utrecht University, Netherlands;
2Methodology and Statistics, Utrecht University, Netherlands;
3Brain and Cognition, Department of Psychology, University of Amsterdam, Netherlands
p.zerr@uu.nl

Visuospatial short term memory comes in at least two flavors: robust, cagiamnitgd working memory
(WM) and higkcapacity, preattentive, maskable sensory memory (e.g. fragile memory; FM). Saccades
require eyecentered coordinates in memory to be upddtéspatial remapping). This process has been
considered strictly limited to WM. Can sensory memory also be remapped? We compared trans
saccadic WM (tWM) and trarsaccadic FM (tFM) capacity in a chauigéection experiment. A
predictive retrocue indicatedfuture targets and protected FM from interference by the memory
probe, enabling capacity estimates that include FM items. If only stable, attended memory items (WM)
can be remapped, then trarsaccadic capacity should be equal to tWM, even if capacity higis
before the saccade (FM). We observed a tFM capacity considerably above that of tWM using Bayesian
analysis. This demonstrates that in addition to WM, fattended sensory memory items were also
remapped. Further, we observed that pesaccadic maskdisrupted FM in spatiotopic locations,
confirming that FM was remapped to worlientered coordinates. We demonstrate remapping of
sensory memory and challenge the strongly held belief that tsatcadic memory is identical to stable
WM. This has importaritnplications for the understanding of spatial remapping, which was considered
to be intimately linked to spatial attention.
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Unifying the visual world across an eyaovement: Transsaccadic integration is

unaffected by saccade landing position
Martijn J. £hut, Nathan Van der Stoefstefan Van der Stigchel
Experimental Psychology, Helmholtz Institute, Utrecht University, Utrecht, Netherlands
m.j.schut@uu.nl

The subjective experience of our visual surroundings seems continuous, contradicting the erratic nature
of visual processing due to saccades. One of the ways the visual system can construct a continuou
experience is by integrating pacadic and possaccadic visual input. However, saccades rarely land
exactly at the intended location. Transsaccadic integration would therefore need to be robust against
variations in actual saccade execution to facilitate visual continuity. In the cuserdy, we
investigated the effect of saccade landing point on transsaccadic integration using a global effect
paradigm. In this paradigm participants reported a feature (here color) of the saccade target, which
changed slightly during the saccade in hafifthe trials. In these transsaccadic chasgals, all
participants reported a mixture of the prand postsaccadic color, indicating transsaccadic integration.

In global effect trials, a distractor appeared together with the saccade target, causingatcades to

land in between the saccade target and distractor. Strikingly, there was no effect of saccade landing
point on the outcome of transsaccadic integration. Therefore, transsaccadic integration seems robust
against variance in saccade landingrmppproviding further evidence for its role in facilitating visual
continuity.

How quickly does the eye movement system register changes across saccades?
Jonathan van LeeuwerArtem V. Belopolsky
Vrije Universiteit Amsterdam, Netherlands
j.vanleeuwen@vu.nl

Every time we make a saccade we form a prediction about what we are going to see when the eye
lands. While the oculomotor system quickly adjuststhe changes in the visual world, even when
occurring during saccades, these changes often go unnoticed. In the current study we investigated how
quickly the oculomotor system updates predictions when a distractor is displaced during a saccade. We
used sacade curvature to track targedistractor competition and how it is updated when a distractor
changes location during a saccade. Participants performed sequences of horizontal and vertical
saccades, oculomotor competition was induced by presenting aitealkvant distractor before the

first saccade. On half of the trials the distractor remained in the same spatial location after the first
saccade and on the other half the distractor moved to the opposite hemifield. At short intersaccadic
intervals, secondaccades curved away from the original distractor location. However, second saccades
starting more than 180 ms after the first saccade curved away from the new distractor location. The
results show that the oculomotor system initially assumes world stabilut is able to quickly update
predictions based on new visual information.
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Transsaccadic feature integration is contrast dependent
Lukasz Grzeczkowshkileiner DeubelMartin Szinte
Allgemeine und Experimentelle Psychologie, Department Psychologie, EMawigniliansUniversitéat
Munchen, Germany
lukasz.grzeczkowski@gmail.com

Across saccades, the visual system receiwessuccessive static images of the pend the post
saccadic retinal projections of the visual field. The existence of a mechanism integrating these images
across saccades, and in particular the features they contain, is still nowadays a matter &f. d@bat

way to study transsaccadic integration is to use the blanking paradigm. Indeed, while a smal trans
saccadic object shift normally stays unnoticed, blanking the object after the saccade makes the same
shift easily noticeable. Recently, it was shothat the blanking effect is reduced when the trans
saccadic object is isoluminant relative to the background. Here, using the blanking paradigm, we study
the transfer of a visual feature across saccades. Observers saccaded to a grating and discriminated a
orientation change occurring during the movement. The psmstcadic grating was either presented

with or without a 200 ms blank, and was either nsoluminant or isoluminant. With neisoluminant
objects we observed an improvement of discrimination vatblank, a blanking effect for orientation.
Interestingly, the blanking did not bring benefit to the discrimination of the isoluminant object. We
propose that these effects reflect the existence of a traascadic feature integration mechanism that

is cantrast dependent.

Taskrelevant objects compete for attention across saccades
Christian H. PothWerner X. Schneider
Neuro-cognitive Psychology and Cluster of Excellence Cognitive Interda@mology, Bielefeld
University, Germany;
c.poth@unibielefeld.de

Object recognition is limited to a few objects at a time. For being recognized, objects compete for
limited attentional processingesources. The more objects compete, the more slowly should each
object be processed. We ask whether this competition is restricted to fixations, periods of relatively
stable gaze, or whether it extends from one fixation to the next, across intervenincpdes.
Participants made saccades to a peripheral tamgject. They reported a letter shown after the
saccade within this saccade target. The letter lasted for different durations (teasknated).
Processing speed of this letter was assessed by magediport performance as a function of letter
duration. Either no, two, or four additional netarget objects appeared before the saccade. In
Experiment 1, presaccadic ntargets were taskrrelevant and had no effects on postsaccadic
processing speed ohe letter. In Experiment 2, presaccadic Aangets were taskelevant because
participants matched them against a probe at trial end. Here, postsaccadic processing speed decreased
with increasing number of presaccadic ntamgets. These findings show thabjects compete for
recognition across saccades, but only if they are-tadivant. This reveals an attentional mechanism

of taskdriven object recognition that is interlaced with active saccauediated vision (Schneider,
2013; Poth, Herwig, & Schneid@015).
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Remapping of the global effect across saccades
Kiki Arkesteijn Jeroen BJ Smeetdlieke Donk Artem V. Belopolsky
VU Amsterdam, Netherlands
k.arkesteijn@vu.nl

When a distractor is presented in close spatial proximity to a saccade target, a saccade will land in
between the two objects. This is known as the global effect. In the present studpwsestigated
whether the global effect is retained across saccades. Participants performed a sequence of a horizonta
and a vertical saccade and the global effect was induced by presenting a distractor next to the second
saccade target. Importantly, thestractor was removed before the eyes landed on the first saccade
target. On half of the trials the second target was stationary and on the other half it disappeared after
the first saccade, resulting in a memory guided saccade. Despite the disappearaheed@ftractor

after the first saccade, there was a global effect of distractor on the landing position of the second
saccade. Notably, this was only the case when the second saccade was guided from memory. Th
results suggest that when programming a seqce of saccades, distractor information that is available
before the start of the first saccade is remapped together with the second target. However, when the
second target remains present, the planned saccade can be corrected, resulting in the elimafatio

the global effect.

Special Thematic Session: Communication by gaze interaction Il
Room 3(HS 28 1.13.71)

Gaze interaction using lowesolution images at 5 FPS
Carlos H. Morimotg Carlos E. L. EImadjian, AntoriddazTula, Fernando O. Aluani
University of S&o Paulo, Brazil
hitoshi@ime.usp.br

With eye trackers gradually becoming personal wearable devices;tgsaglinteraction will become

a relevant technique for wearable applications. However, it is a common belief thatrdésgiution
images and high frame rates are desirable to achieve the accuracy and precision required for human
interaction. Because of the higtomputational load, a wearable eye tracker would have their batteries
quickly drained out. In this paper we investigate how much processing power can be saved by lowering
these requirements, and still maintain the performance adequate for human interactée have
conducted an experiment using a heawunted Pupil Labs eye tracker. Our results from 10
participants show that accuracy and precision remain below one degree of error for image resolution
of 240 lines, and frame rates as low as 5 frames perrs¢6PS). Using this minimum setup, we
estimate that power consumption can be reduced by%@ompared to the eye tracker camera regular
settings (480 lines and 30 FPS). We also propose an algorithm that successfully detects reading behavi
in reattime a 5 FPS in order to demonstrate the usefulness of gaze data at such low rates.
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PSOVIS: An interactive tool for extracting pesaccadic oscillations from eye

movement data
Diako Mardanbegi Thomas WilcocksarBaigiang Xia, Hans Gellersefrevor Crawford Peter
Sawyer
Lancaster University, United Kingdom
d.mardanbegi@Ilancaster.ac.uk

Postmicrosaccadic eye movements recorded by high fraate pupitbased eye trackers reflect
movements of different ocular structures such as deformation of the iris and pyplball relative
movement as well as the dynanoeershoot of the eye globe at the end of each saccade. These Post
Saccadic Oscillations (PSO) exhibit a high degree of reproducibility across saccades and within
participants. Therefore in order to study the characteristics of the sasttadic eye movemes) it is

often desirable to extract the postaccadic parts of the recorded saccades and to look at the ending
part of all saccades. In order to ease the studying of PSO eye movements, a simple tool for extracting
PSO signals from the eye movement recogdi has been developed. The software application
implements functions for extracting, aligning, visualising and finally exporting the PSO signals from eye
movement recordings, to be used for pgstocessing. The code which is written in Python can be
download from https://github.com/dmardanbeigi/PSOVIS.git

GazeBall: Leveraging Natural Gaze Behavior for ContinuousdRlration in
Gameplay

Argenis Ramiretsomez Hans Gellersen
Lancaster Universitynited Kingdom
a.ramirezgomez@lancaster.ac.uk

Eye tracking offers opportunities to extend conventional game control with gaze input for multimodal
game interaction. Gaze, however, has been foahdllenging to use as it requires-calibration over

time and for different users, in order to maintain an accurate input. In this work, we propose to leverage
the natural gaze behavior that users exhibit during gameplay for implicit and continuaadtmeation.

We demonstrate this with GazeBall, continually calibrating players' gaze based on their natural ocular
pursuit of the game's ball movement. Ralibration enables the extension of the game with a gaze
based “poweip'. In the evaluation of GazeBave show that our approach is effective in maintaining
highly accurate gaze input over time, whilea@libration remains transparent to the player.
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Implicit Events in Virtual Reality: A New Concept for EBased Interaction?
Teresa Hirzle, JaBhlers Anke HuckaufEnrico Rukzio
Ulm University, Germany
teresa.hirzle@unulm.de

Pupil size is a sensitive physiological informatidrannel that reveals internal states of a person.
Furthermore, pupil responses are caused by implicit events, which occur usually without noticing it.
The current study makes use of these events by presenting aba&sed interaction technique based

on attention shifting. As the pupil especially reacts to changes of illumination and environmental noise,
the study is conducted using a virtual reality headset with integrated eye tracking. Results show that
focusing attention on a target correlates with incessl pupil diameters, whereas the simple
observation of neutral objects does not provoke a pupil reaction. Therefore, we conclude that using
implicit events as interaction technique in epased HumarComputer Interaction scenarios is a
promising approach.

Thematic session: Reading: Spatially distributed processing
Room 4(HS 26 1.13.65)

Two routes of parafoveal processing during reading: Eye movements suggest

benefits and costs
Sarah Risse Martin R. Vasile¥
1University of Potsdam, Germany;
2Bournemouth University, klted Kingdom
sarah.risse@urpotsdam.de

Reading requires the spatiotemporal integration of both foveal and parafoveal vision. Still unresolved
is the question as to wheparafoveal preview is beneficial and when it is not. The present-gaze
contingent experiment manipulated the validity and the difficulty of the parafoveal word n+1, while
the integration of parafoveal into foveal information was delayed for varying timeniats. Two
preview effects were dissociated, and their different time courses indicated two ways of utilizing
parafoveal information. First, valid preview of the target word reduced its foveal processing time, but
only when the integration process coulthg within less than 80 ms. Second, previewing a difficult
upcoming word had a disruptive effect on target fixations independent of the onset of foveal
processing. These results are in agreement with previous findings that the classical parafoveal preview
benefit is a mixture of processing benefits and costs. Moreover, a preview difficulty effect across the
full range of fixation durations contradicts explanations based on neural delays such as theieye

lag or forced fixations. We will discuss extensi of reading models that allow parafoveal information

to affect temporal oculomotor decisions via two different routes of parafoveal processing.
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Late interference by parafoveal difficulty in reading
Stefan Seelig, Sarah Risse
Universitat Potsdam, Germany
sseelig@unpotsdam.de

During fixations in sentence reading, useful information is acquired both from foveal and adjacent
parafoveal words. Using the gaze contingent boundamagigm, it is well established, that reducing
parafoveally available information about the postboundary target word n+1 during fixations of the
preboundary word n prolongs fixations on the target. This is typically interpreted as a consequence of
reduced #cilitation of foveal processing, whereas interference between preview and target is often
dismissed due to inconclusive findings on immediate effects of the preview on pretarget fixation
durations. However recent results suggest an interplay betweenitt@h and interference by
preview processing being delayed into the subsequent fixation on the target word. We sought to rule
out alternative explanations for these results in a new experiment by varying the previews processing
difficulty (via frequencywhile keeping target difficulty constant. We found substantial effects of
preview difficulty on n+1 fixation durations that can only be explained with delayed or ongoing
processing of the preview after crossing the boundary, rather than mere facilitdtferfurther discuss

the impact of the findings on direct vs. indirect control of eye movements and present simulation
results for different mechanisms to incorporate the findings in the SWIFT model of reading.

Analyzing Sequential Dependencies betweEixation Durations with Linked

Linear Mixed Models
Reinhold KlieglSven HohensteinHannes Matuschek
University of Potsdam, Germany
kliegl@unipotsdam.de

We address a problem with the current practice of separate analyses of successive fixation durations
during reading. The problem is that we often report separate analyses for each of two or more possibly
correlated measuresfor exanple, separate analyses of fixation durations of pretarget and target word

in gazecontingent display change experiments (i.e., the boundary paradigm; Rayner, 1975). Classic
interpretations of preview benefit (e.g., the difference in fixation durations angyét words following

a semantically unrelated or related preview) assume that the preview effect is not moderated by the
duration of the fixation before the boundary. This assumption was violated in a number of studies, but,
of course, these interactiorare informative. In such an analysis, we specify durations on target words
as dependent variable and treat the duration before the boundary as a covariate (i.e., independent
variable). This specification does not adequately capture that words in the peraegpan may affect

both fixation durations simultaneously. We propose a variant of linked linear mixed models (LLMMs;
Hohenstein, Matuschek, & Kliegl, 2016) as an alternative for modeling more than one dependent
variable simultaneously taking into accduhe order of fixations inherent in the reading process.
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What are the costs of degraded parafoveal previews during silent reading?
Bernhard AngeleMartin R. VasileyTimothy J. SlatteryJulie A. Kirkby
Department of Psychology, Bournemouth University, United Kingdom
bangele@bournemouth.ac.uk

It has been suggested that the preview benefit effiscactually a combination of preview benefit and
preview costs. Marx et al. (2015) proposed that visually degrading the parafoveal preview reduces the
costs associated with traditional parafoveal letter masks used in the boundary paradigm (Rayner,1975),
thus leading to a more neutral baseline. We report two experiments of skilled adults reading silently.
In Experiment 1, we found no compelling evidence that degraded previews reduced processing costs
associated with traditional letter masks. Moreover, papants were highly sensitive to detecting
degraded display changes. Experiment 2 utilized the boundary detection paradigm (Slattery, Angele, &
Rayner, 2011) to explore whether participants were capable of detecting actual letter changes or if they
were reponding purely to changes in degradation. Half of the participants were instructed to respond
to any noticed display changes and the other half to respond only to letter changes. Participants were
highly sensitive to degraded changes. In fact, these chamgge so apparent that they reduced the
sensitivity to letter masks. In summary, degrading parafoveal letter masks did not reduce their
processing costs in adults, but both degraded valid and invalid previews introduced additional costs in
terms of greate display change awareness.

Effects of font type on parafoveal letter identification in Russian
Svetlana AlexeevgAleksandra DobregoAlena Konina
St. Petersburg State UniversiByssian Federation
mail@salexeeva.ru

There is an agreement that in alphabetic writing systems printed words are recognized via their
constituent letters. Eyenovement research previously demonstrated thaaders start acquiring

letter information parafoveally (Lima&Inhoff, 1985). We aimed at measuring legibility of Russian
(Cyrillic) letters presented in the parafovea and identifying how the font type mediates the process. In
two boundary experiments diffing in font (fixedwidth Courier New vs. proportional Georgia), after
F20dzaAy3 2y | FAELGA2Yy ONR&Aa G GKS OSyGsSNI 2¥
had to name it. Letters disappeared during the saccade from the cross tdithgss. Results showed

that subjects produced significantly fewer errors when letters were rendered in Georgia than in Courier
New (22% vs. 42%). Louvain clustering algorithm based on detection errors revealed 5 letter confusior
classes for Courier Newrfoband 7 for Georgia. This supports the idea (Pelli et al. 2006) that letter
efficiency varies across fonts. Independent of font, ascenders/descenders and round envelopes were
FyY2y3 GKS Y2ad | O0dzaNY S f Sfthe8 KAt 8§82 6 NBORS HIE NS 2
identification. The results confirm featwdgased letter perception. These first confusion matrices of
Russian can be used to generate orthographic controls in reading studies. Funded by RSFZ4136.
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Orthographic,Morphological, and Semantic Parafoveal Processing in Arabic

Reading: Evidence from the Boundary Paradigm
Ehab W. Hermenia Eida J. JunfaAscension Pag&nMaryam AlJassmij Mercedes Sheeh Timothy
R. Jordah
1Zayed University, United Arab Emirates;
2University of Oxford, UK
ehab.hermena@zu.ac.ae

Evidence clearly shows that skilled readers extract information about upcoming words: Parafoveal
previews that share relent information with the target word result in facilitation of target word
processing once this target is fixated (e.g., Deutsch et al., 2000; Rayner, 2009; Schotter, 2013; Schotter
et al., 2012). Using the boundary paradigm (Rayner, 1975), we inveftigatg | G A @S | N> 6 A O N.
processing of orthographic, morphological, and semantic information available parafoveally. Target
words were embedded in sentences, with one of the following preview conditions: (a) Identical; (b)
Preview sharing root morpheme witthe target; (c) Preview sharing form morpheme with the target;

(d) Preview sharing all letters with the target, but the root letters were transposed creating a nonsense
string with an unknown root; (e) Same as (d) but the root letter transposition cteateew word with

a known root; (f) Preview that is a synonym with the target; and finally (g) Unrelated previews. Results
suggest that previews that share intact target roots (condition a), or all target letters (condition d)
produce facilitation. In comast, previews containing new known roots (condition e) result in increases

in target processing time. The effects of gmocessing shared orthographic, morphological, and
semantic information parafoveally will be discussed.
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Tuesday, August 292, 10.30-12.30
Symposium: Longitudinal research on eye movements in developing readers: What have we learned so far?
Room1(HS 14 M.10.12)

The development of eye movement control in reading: where do the eyes go?
Ralph Radach Christian Vorstius Chris Lonigah
1Bergische Universitat Wuppertal, Germany;
2Florida State University, Department of Psychology, United States of America
radach@uniwuppertal.de

We report data from a large crosectional and longitudial sample, collected with students in grades
1to 5 as part of the Florida Reading for Understanding project. Eye movements were recorded while
children were reading declarative sentences with identical content across grades. Analyses of saccadk
landing sitions and refixation probability curves indicate that beginning readers maintain a primarily
sequential, subexical reading strategy, with neadult behavior emerging at a later point in time. As

an example, the positions of fixations made in earlgdiag are less distant but spread across a larger
area within words. The word length effect on initial landing position known from adult data emerges
over time. We conclude that the principle lé&vel constraints of eye movement control as described

by McConkie et al. (1988) also apply to young children. However, detailed analyses of local fixation
patterns suggest an initial dominance of deliberate, strategic viewing behavior in the service of
sublexical decoding. There was little influence of orthograpégularity on saccade landing position in
very young readers, suggesting lack of effective extrafoveal processing. Apparently, much of the
automated oculomotor routines we observe in skilled adult reading are a consequence, rather than a
basis of develoment towards skilled reading.

Early development of oculomotor control in reading: a longitudinal eye tracking

study from preschool age to fifth grade
Thomas Gunthek, Josefine Horbach Wolfgang Scharkér Ralph Radach
IRWTH Aachen, Germany;
2BergischeJniversitat Wuppertal, Germany
tguenther@ukaachen.de

The present work examines the development of eye movement control from preschool age to fifth
grade in German children. In addition to sentence readwagticipants performed the Landolt scanning

task (LT). Participants scan lines in which letters are replaced with closed Landolt rings, except for som
open rings serving as targets. The present work examined to what extent preschoolers (n=292) are able
to perform the LT and how their oculomotor behavior is related to sentence reading at the end of first
grade (n=261), second grade (n=230), fourth grade (n=189) and fifth grade (n=130). In contrast to adult
readers, beginning readers strongly prefer to platteir initial fixations at word beginnings.
LyiSNBadGAy3Ites 20dzZ 2Y202N) 6SKIF@BA2NI Ay (GKS [ ¢
experience. In a transparent language like German the default initial landing position is located at the
begiming of the word, suggesting a strong preference for aleuiral reading strategy. Furthermore,

the data suggest an extreme developmental jump between the first and second year and a strong
reduction in variability between and within the children. In &auh, the LT has proven to be a useful
paradigm to examine nonlinguistic processing components in the early development of reading.
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Foveal Processing Difficulty Modulates Perceptual Span Early in Reading

Developmemt
Johannes M. MeixnerJochen Laubrock
Universitat Potsdam, Germany
johannes.meixner@urpotsdam.de

The perceptual span describes the useful visual field during reading, whithibutes to efficient
reading. The perceptual span starts to develop from first to second grade, makes a qualitative jump
from second to third grade and likely reaches adulthood level at sixth grade. Here, we examine how
OKAf RNBY Q& LIS bgdibristivetzl viordiasedt measBr&s @l ivhether the perceptual span
adaptively becomes smaller if foveal processing is difficult. To this end, we applied the moving window
paradigm to three cohorts of German young readers in grades one to six at thres.widve wore

based analysis confirmed the qualitative jump from second to third grade, with fixdtioation and
first-pass measures saturating earlier than sacetigeting and secongass measures. Already for
secondgraders, we found that frequency efte of the previous word N on first fixation duration on the
upcoming word N+1 increased with larger windows. Fixation durations on N+1 decreased with high
frequency words N, but only when sufficient preview was available. This provides strong support for
the foveal load hypothesis that the size of the perceptual span is locally adjusted if foveal processing is
difficult. Finally, we show brandew data of the fourth wave featuring sixtfo eighth-graders and
compare these to adults.

Comprehension in séint and oral sentence reading. Longitudinal evidence from

developing readers
Christian Vorstiu§ YoungSuk G. Kih Ralph Radach
University of Wuppertal, Germany;
2University of Irvine, California, United States of America
vorstius@urniwuppertal.de

Data presented in this talk are part of the Florida Fluency Development Project. In this project we
collected data from N=400 English native speaking children, who were folfoaradirst through third

grade. Eye movements as well as psychometric assessments were collected twice in each grade for a
total of six assessment periods. Reading material consisted of single line sentences, taken from the Test
of Silent Reading Comprehgion (TOSREC). Using a psychometric assessment combined with eye
tracking allows illuminating the online processes resulting in reading comprehension. In addition to the
overall comprehension score, item level comprehension was used for analyses. Riaafigjuded a
variation in reading mode (silent vs. aloud) to study its effect on comprehension. Results show a steep
decrease in reading times for grades one and two and a less pronounced decrease throughout third
grade, for both silent and oral readingegarding comprehension, the overall standardized scores did
not differ between reading modes. For the item level comprehension data, we found that reading times
were increased in sentences where children showed poor comprehension, again with no difference
between reading modes. The lack of trad# between reading time and comprehension will be
discussed based on various theoretical approaches.
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The development of foveal eye movements in primary school: Findings from

the Berlin DevTrack study
Sascha&chroeder Simon TiffiaRichards Sarah Eilers
Max Planck Institute for Human Development, Germany
sascha.schroeder@mplierlin.mpg.de

In this talk we present data from the Berlin DevTrack study which investigated the development of N =
Tn DSNXIFYy aLSIF{Ay3 OKAftRNByQa Se&sS vyz2@gSySyida 7Tl
foveal readingchildren read single sentences each comprising a target word that was manipulated for
length (short vs. long) and frequency (high vs. low). In addition, an extensive set of cognitive tests
assessing verbal and neerbal skills was administered each yeaenerally, results indicate that the
RSGSt2LI¥SyiG 2F OKAtRNByQa F2@SrHf NBIFRAy3andia A
LI NOAOALI yiG OKIFNYOGUSNRAGAOAD® DNRgGK OdzZNBS Y2R
decreased during reang development according to a quadratic function. In addition, length and
frequency effects decreased substantially with age with particularly strong changes for long, low
FNBIjdzSyOe $2NRad LYGSNAYRAGARZ t R nAMySassciAdlS &
with development changes in verbal skills, while n@nbal skills, such as oculomotor control or visual
attention, did not strongly affect eye movement development. Results are discussed with regard to
current models of the developmer ¥ OKAf RNBy Qa S&$8 YvY20S8SySyia Rdz

Thematic Session: Clinical Research |
Room 2(HS 32 K.11.23)

Implicit and explicitoculeY 2 G 2 NJ £ S NYyAy 3 Ay t | NJA
spinocerebellar ataxia
Andreas Sprengé#?, Annika Lasrich Christoph Helmcheh
Department of Neurology, University Luebeck, Germany;
2Institute of Psychology Il, University Luebeck, Germany
andreas.sprenger@neuro.uhiebeck.de

Motor learningisds  Fdzy RF YSy G+t &1Aff Ay SOSNERIFIE tAFSO |
spinocerebellar ataxia are affected but these patient groups fundamentally differ in their behaviour in
motor learning tasks. The aim of the current study was to d§érences or similarities in implicit and
explicit motor learning tasks. Healthy subjects were able to adapt and stored the adapted gain between
the sessions. PD patients were able to adapt to the transient displacement of the target but did not
store the information between learning sessions. Patients with SCA did not adapt in the first run but in
the second run. In the explicit motor learning task, all participants showed a general motor learning.
Patients performed better in the implicit learning tsabut needed twice the time of healthy
participants. PD patients were not impaired in the implicit motor adaptation task. However, their
storage of motor learning is selectively impaired possibly due to reduced functioning of estriztal
cerebellar l@ps and their connections to motor memory systems. SCA patients, in contrast, lack implicit
saccade learning because the cerebellum is crucially involved in saccade adaptation. The moderate
storage of the adapted saccade gain suggests signal processitite byorticostriatalcerebellar
network.
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Visual exploration of emotional faces in schizophrenia using masks from the

Japanese Noh theatre
Teresa FasshaukrAndreas SprengérKaren Silling Christopher Zeisér Johanna E. SilbetgAnne
Vosselet, SeikoMinoshita?, Michael Dor?, Katja Koelkebed®, Rebekka Lencép
1Department of Psychiatry and Psychotherapy, University of Muenster, Germany;
2Department of Neurology, University of Luebeck, Germany;
3Chair of HumafMachine Communication, Techni¢ahiversity of Munich, Germany;
B SLI NIYSY(ld 2F taelOKz2f2383 YIFglYdzNI DF1dsSy 22Y
50tto-Creutzfeldt Center for Cognitive and Behavioral Neuroscience, University of Muenster, Germany
teresa.fasshauer@arcor.de

We used images of masks from the Japanese-tiehtre to investigate face and emotion recognition
abilities in patients with schizophrenia and their possible deficits in bottpnmformation processing.
Eyemovements were recorded in 25 patients with schizophrenia and 25w@aehed healthy controls

while participants explored seven photos of Japanese-iaBks tilted in seven different angles, seven
binary black and white images of these Nwlasks (Mooney imges), seven Thatcher images (180°
upsidedown turned Mooneys), and seven neutral images. Participants indicated either whether they
had recognized a face and its emotional expression, or they had to evaluate the brightness of the image
(total N=56 trials) We observed a clear effect of inclination angle of Madsks on emotional ratings
(p<0.001) and visual exploration behavior in both groups. Controls made larger saccades than patients
when not being able to recognize a face in Thatcher images (p<0.89n® also made smaller
saccades when exploring images for brightness (p<0.05). Exploration behavior in patients was related
to clinical symptom expression during face/emotion recognition but not during brightness evaluation.
Our findings suggest that pants with schizophrenia are not generally but specifically impaired in
adjusting their visual exploration behavior to task conditions depending also on clinical symptom
expression.
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Visual Behavior on Natural Static Images in Patients with Retinitgnfntosa
Ricardo R. GameifoKristin Jinemanh Anika Wolff, Anne Herbik, Peter Konig® Michael
Hoffmanr?
lInstitute of Cognitive Science, University of Osnabriick, Germany;
2Visual Processing Lab, Ophthalmic Department, -@tieGuerickeUniversityMagdeburg, Germany;
3Institute of Neurophysiology and Pathophysiology, University Medical Center HarElppendorf,
Germany
rramosga@unosnabrueck.de

Retinitis pigmentosa is a disease that caysespheral visual field loss. Here, we investigated how the
loss of peripheral vision affects visual behavior on natural images. Patients with varying degree of visua
field loss and control participants freely observed images of three different sizes eylilmovements

were recorded. We examined whether visual behavior differs when the scene content is shown in
varying extends of the visual field, investigating the spatial bias, saccade amplitudes, as well as the
amount and duration of fixations. We fourtlat controls and patients with moderate loss of peripheral
vision showed a central spatial bias while observing the images. Patients with a severe loss showec
individual exploration and systematically scan the whole image area especially on large images.
According to saccades amplitudes, controls and patients with moderate loss preferred making short
saccades throughout allimage sizes. Patients with a severe loss made a higher number of large saccad
on large images. The number of fixations increaseti an enlarging loss of peripheral vision, while
fixation durations decrease. In conclusion, RP patients scan the images more strategically when the
observed scene exceeds their visible field. Desizing the scene yields an exploration similar to healthy
visual behavior.

Quantifying Traumatic Brain Injury impairments in scanning patterns of

complex scenes
Nitzan Guy Oryah LancryYoni Pertzov
Hebrew University of Jerusalem, Israel
guynitzan@gmail.com

Traumatic brain injury (TBI) may lead to changes in eye movements, which potentially hamper daily
tasks. Therefore, it is important to understand how previously reported impairments in bgsic
movement tasks are reflected in more ecological settings. We have measured gaze position of TBI
patients and matched controls in two different tasks. First we assessed performance inpacssdif
saccadic task in which subjects are required to movér th@ze as fast as possible between two points.

We have used it as a measure for eye movement impairment in controlled¢alogical environment.

Next we assessed a more ecological condition in which subjects scanned images while freely moving
their eyes.This enabled us to explore the relationship between eye movement impairments in
controlled tasks and more ecological daily tasks. Our results reveal two main findings: TBI patients
perform more blinks and move their eyes less than controls in all tabksodcurrence of this behavior

I ONBaa G(lala A& Ly AYRAOFGAZ2Y 2F AlGa NRodalyS
sampling of the world in daily life. We conclude that free viewing tasks may help in assessing the
severity of TBI andhiquantifying their impairments in daily behavior.
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Smooth pursuit disturbances in schizophrenia during free visual exploration of

dynamic natural scenes
Johanna E. Silbetgloannis Agtzidig Mikhail Startse¥, Teresa FasshaueKaren Silling Andreas
Sprenget, Michael Dor?, Rebekka Lencéf
University of Miinster, Germany;
2Chair of HumaMachine Communication, University of Technology, Munich, Germany;
3Department of Neurology and Institute of Psychology I, University of LueGeckany;
“Otto-Creutzfeldt Center for Cognitive and Behavioral Neuroscience, University of Muenster, Germany
j_silbO1@unimuenster.de

Eye tracking dysfunction (ETD) observed with standard pursuit stieprigsents a welestablished
biomarker for schizophrenia. Whether ETD manifests during free visual exploration of natural dynamic
scenes is unclear. Eye movements were recorded (EyeLink®1000) while 26 schizophrenia patients and
25 healthy agematched cotrols freely explored 9 videos and 9 pictures of daily life situations each
lasting 20s (http://www.inb.uniuebeck.de/toolsdemos/gaze). Subsequently, participants had to
decide whether they had explored stihots of the stimuli as videos or picturestiénts made smaller
saccades on videos (p=0.002) and pictures (p=0.001) and longer fixations on pictures (p=0.043).
ttGASyGaQ OSy:GdSNIoAla 6Fa&a Aa0GNBY3ISNI YR GKSAN SELX
than in controls on both videos amgctures. Proportions of pursuit tracking differed between groups
depending on the individual video (group*video p=0.041, video p<0.0001) and patients showed
generally lower motion recall scores (p=0.035). They were also impaired during pursuit of standard
triangular wave stimuli (p=0.03) which was not correlated with visual exploration behavior of movies.
Our results suggest restricted visual exploration patterns in patients not only on pictures but also on
uncutted real life movies, while ETD observedwgtandard stimuli was not directly related to visual
exploration of real life situations.

Eye tracking live social interaction to capture gaze behavior of subclinical

autism and social anxiety
Roy S. Hessél3 Gijs A. Hollemah Tim H. W. Cornelissénlgnace T. C. Hoo§eChantal Kemnér4
‘Experimental Psychology, Helmholtz Institute, Utrecht University, Netherlands;
°Developmental Psychology, Utrecht University, Netherlands;
3Scene Grammar Lab, Department of Cognitive Psychology, Goethe Uyiveaskfurt, Germany;
4Brain Center Rudolf Magnus, University Medical Center Utrecht, Netherlands
r.s.hessels@uu.nl

In typical faceprocessing experiments, static representations of faces are used fietgres or
schematic faces). However, in social interaction the content of faces is more dynamic and dependent
on the interplay between interaction partners than the content of a siesponsive face. While
research using static representations has redillie a plethora of knowledge on the silystems of

facial information processing, recent evidence suggests that generalizability of these findings to social
situations may be limited. In the present study we used a novel duatrag&ing setup to investage
whether gaze behavior in interaction is related to (sub)clinical traits of Autism Spectrum Disorder (ASD),
and Social Anxiety Disorder (SAD). We report that gaze behavior of individuals scoring high on ASD and
SAD to the face of an interaction partneorroborates longstanding findings obtained using static
pictures and videos. Moreover, we report that pairs scoring high on ASD or SAD show marked
differences in paired gaze states as compared to pairs scoring low on these traits. These findings provide
intriguing possibilities for the investigation of gaze behavior in interaction, and attest to the sensitivity
of gaze behavior in dyadic interaction to (sub)clinical psychopathology.
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Thematic session: Visual interfaces, robotics and virtual reality
Room 3(HS 281.13.71)

Smooth pursuit based mouse replacement: the GazeEverywhere system
Simon SchenkMarc Dreiser Philipp TiefenbacherGerhard Rigoll, Michael Dorr
Technical University Munich, Germany
simon.schenk@tum.de

In gazebased human computer interaction (HCI), the most commonly used mouse replacement
technique is dwell time (DT). This method, however, is prorteeédviidas touch problem, i.e. naturally
occurring fixations are misclassified as interaction dwells. Here, we present the GazeEverywhere
solution, a gaze@nly mouse replacement that comprises of two components: i) the SPOCK interaction
method which is basd on smooth pursuit eye movements and does not suffer from Midas touches; ii)
an online recalibration algorithm that continuously improves gaaeking accuracy. We conducted

four user studies to evaluate different aspects of our solution: In a firseéxgent, we prove that
SPOCK has fewer misclicks than DT (minus 93%), especially under high mental workload. In two follov
up studies, we show that SPOCK has a higher throughput than DT (14% increase) according te ISO 92
9, and that the online recalibran reduces the minimal interaction target (‘button’) size by about 25%.
Finally, a case study shows that users were able browse the internet and successfully run Wikirace:
using gaze only. For a broader accessibility, we also present an optional hasbugpewhich can be

used to superimpose the required visual stimuli purely in hardware and without software
modifications.

FixationRelated Potentials as a Measure for Cognitive Demand in Visual Tasks

on Single Trial Level
Dennis Wobrock Andrea Fink& Shirley Mey, Dirk Koestet, Thomas SchaékHelge Rittet
INeuroinformatics Group, CITEC, Bielefeld University, Germany;
2Neurocognition and Action Group, CITEC, Bielefeld University, Germany
dwobrock@techfak.urbielefeld.de

While technical systems grow in complexity, hurmaachine interaction (HMI) still requires the user

to adapt to the tools. By combining electroencephalography (EEG) anttagjeng, we aim to create

a multrmodal brainmachine interface (BMI) to improve system adaptivity and resource efficiency in
HMI. We propose to analyze Fixati®elated Potentials (FRP) as indicators for cognitive demand and
utilize this measure to automatically adapt a system to the user. To this we conducted two
complementary studies to investigate variations between different tasks, i.e., an object counting task
in cluttered scenes and a subjective choice task. Comparing the FRP grand averages (per task categc
over all trials and participas), we identified significant amplitude and frequency differences in early
fronto-central N100 and P200 components. The dataset combining both studies was linearly classified
with 66% (SD: 2.0) accuracy using temporal features, but 93% (SD: 1.8) usiegdsetpatures. This
suggests that early FRP components vary with task complexity during natural scene exploration. Our
results also suggest that cognitive demand may be identified on a single trial level using the proposed
multi-modal approach. Thus, EE@&ta may contain discriminative information that egracking data
cannot provide alone, e.g., through fixation duration.
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Gaze Contingent Control of Vergence, Yaw and Pitch of Robotic Eyes for

Immersive Telepresence
Remi Cambuzat, Frédéric Eliséj Gérard Bailly
1GIPSAab, Univ. Grenobldlpes, France;
2CITInria Laboratory, INSA Lyon, France
remi.cambuzat@gipskab.grenobleinp.fr

Telepresence refersto asetoftoolsthtaf t 2 6a | LISNE2Y (G2 0SS aLINBaSyd:e
a sufficiently realistic representation of it through a set of multimodal stimuli experienced by the distant

devices via its sensors. Immersive Telepresence follows this trend and, thanksctptislities given

608 OANIdz-t NBFfAdGe RSOAOSas NBLX AOFGSa RAaaldlyd aa
use of coherent stereoscopic images displayed in a head mounted display, and natural control of a
robotic head collocated withthed®h Sy G F GA2y 2F (GKS LMAf20 KSI R KSf L
distant robotic platform. However even if the actual frameworks have shown increased awareness of

the remote scene and enhanced interactivity, no work has currently addressed thengealté gaze

contingent controlled robotic eye in immersive teleoperation (ie. eye vergence) and its impact on scene
awareness from the pilot and sense of presence from the remote interlocutors. Based on gaze driven
technologies and analysis in related diglof study, we propose and evaluate a set of methods to

quantify the impact of the proposed Stereo Gaze Contingent Steering (SGCS) of Robotic Eyes, notably

on depth perception and nedfield object perception.

Measurement of Situation Awareness in Cdlarative Robotics Using Eye

Movement Features
Lucas PalettaCornelia Murkg Amir Dini
JOANNEUM RESEARCH Forschungsgesellschaft mbH, Austria
lucas.paletta@joanneum.at

Collaborative robotics requires human factors analysis: hunetated variables are essential to
evaluate humarrobot interaction (HRI) metrics (Steinfeld et al., 2006). Robots will rely on predictions
2F KdzYl y ¢ 2 N@nbidisaandirfekts t@flad aclions (Huang & Mutlu, 2016). Particularly,
measuring human situation awareness is mandatory for the understanding of delayed action planning
(Endsley, 1995). Interrupting questionnaire technologies of SART (Taylor, 1998A&AT (Endsley,
2000) required less invasive technologies, such as, eye tracking (Moore & Gugerty, 2010). However, a
posteriori analysis from 2D displays is not applicable to HRI in 3D environments. This work investigated
reaktime measured eye movemenftsr the correlation with situation awareness (SA) metrics in HRI
multiple task switching. Dwell rate and time, turn rate, and fixation distribution analysis by NNI indexing
(Camilli et al., 2008) were recovered from probabilistic object localizationsuby fpr SA estimation

and prediction. NNI was extended to 3D metrics by projection of eye movements on objects of
interests. Results enable 83.3% accuracy in SAGAT, 91.7% accuracy in SART and performance
classification, respectively. Gaze based metricsbEn&A estimation in HRI during réiahe tasks.
Estimation of human SA is crucial for the elaboration of performance, acceptance, and executive
function analysis.
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Siamese Convolutional Neural Networks for Appearari8ased Gaze Estimation
David Mayq Helen ZhouScott Greenwald
MIT Media Lab, United States of America
dmayo2@mit.edu

With the increased availability of Ioeost VR displays, the neéatr more natural, robust, and lovgost

input methods has become more salient. In our talk, we present methods of appeabaseel gaze
estimation which allow us to utilize existing hardware, such asdost visible spectrum cameras,
contained in mobile deices or VR headsets. We will discuss the performance of-sfdtee-art CNNs
trained on three distinct datasets: (1) MPlIGaze images (Zhang et. al.), (2) UnityEyes simulated dat:
(Wood et. al.), and (3) our own dataset of eye images captured using @&ph@Google Cardboard.
Motivated by traditional calibration techniques, we present a siamese CNN architecture which takes in
an image of the eye (whose gaze we want to predict), along with a reference image (of the eye looking
straight forward). We alstINB LJ2 a8 + YSGiK2R GKIG Gl 18a +FR@Eyd
the eye. This reflection is particularly prominent in VR headsets, and entirely controlled. Following Shih
S FHtdQa $2N] 6AGK IAK2aGAyYy3I Odishdram tiednagdiofithe G 2
eye. This deformed reflection will then be input along with a reference image of the VR display into a
siamese network.

Joint visual working memory through implicit collaboration
Edwin S. Dalmaijér Diederick C. Niehorsté?, Kenneth Holmqvist, Masud Husaih®
1Department of Experimental Psychology, University of Oxford, United Kingdom;
2The Humanities Lab, Lund University, Sweden;
3Department of Psychology, Lund University, Sweden;
4“UPSET, NortWest University (Vadlriangle Campus), South Africa;
SNuffield Department of Clinical Neuroscience, University of Oxford, United Kingdom
edwin.dalmaijer@psy.ox.ac.uk

Visual working memory (VWM) is a limited resource use@mporarily store information on elements

in our environment. The total capacity of VWM differs between individuals. Allocation of VWM
resources is highly flexible, and can be biased towards reassdciated items. The current study is

the first to explore joint visual working memory, using a task where participants collaborate in pairs of
two. Specifically, we present the same memory array of several oriented Gabor patches to each pair.
Using a group eye tracking setup, participants were shown irtireal which stimuli their partner had
fixated. Individuals claimed Gabors by fixating them, and after a pair had fixated all, each individual was
probed on one of their claimed elements. Participant pairs were rewarded according to their combined
performarce (recall errors of the stimulus orientation on a continuous scale). Because individual
rewards are shared, optimal behaviour would be to divide the stimuli according to each individual's
VWM capacity to maximise reward. This experiment shows to whatnéxarticipants can form a
shared task representation and distribute VMW between them optimally.
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Thematic Session: Scanpaths
Room 4(HS 26 1.13.65)

Disentangling fixation duration and saccadic planning using gaze dependent
guided viewing
BenediktV. Ehinget, Lilli Kaufhold, Peter Konig?
10snabriick University, Germany;
2Department of Neurophysiology and Pathophysiology, University Medical Center Hamburg
Eppendorf, Hamburg, Germany
behinger@uos.de

When scanning a scene, we are in a constitision process whether to further exploit the current
fixation or to move on and explore the scene. The balance of these processes determines the
distribution of fixation durations. Using a new paradigm, we experimentally interrupt these processes
to probe their current state. Here, we developed a guided viewing task where subjects fixated a small
bubble (3°) for a fixed period of time. The bubble disappeared and one to five new bubbles emerged at
different locations. Subjects performed a gezentingentsaccade onto one of them. By repeating this
procedure, subjects explored the image. We modeled the resulting saccadic reaction times
(choicetimes) from bubble offset to saccade onset using a Bayesian Linear Mixed Model. We observe
an exponential decay bewen the fixed period and the choicetimes: Short fixation durations elicit
longer choicetimes. This suggests that the sampling and processing of the current stimulus is exhausted
for long fixation durations, biasing towards faster exploration. In trialsh witultiple bubbles,
choicetimes increase monotonically, showing that the decision process takes into account processing
demands at the current fixation location. We discuss how this paradigm allows for experimental control
of fixation duration as well asxation location.
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The early central fixation bias in scene viewing: Experimental manipulation and
modeling
Lars O. M. RothkegklHans A. Trukenbrdd, Heiko H. Schiitg, Felix A Wichmanit5, Ralf
Engbert?

1University of Potsdam, Germany;
2Eberhard Karls University of Tiibingen, GermaBgrnstein Center for Computational Neuroscience
Berlin, Germany!Bernstein Center for Computational Neuroscience Tibingen, Gerrfiday; Planck
Institute for Intelligent Systems, Tubingen, Germany
Irothkeg@unipotsdam.de

When scenes are presented on a computer screen, observers initially fixate close to the -canter
systematic tendency known as the central fixation bias. While subsequent fixatiotiawe to follow

this tendency, the central fixation bias is most pronounced for the second fixation of the scanpath and,
problematic for saliency modeling, masks attentional selection driven bydtapn and bottomup
processes. Here we show that saccaeget selection can be manipulated experimentally by
prolonging initial fixation durations. In four scemgwing experiments, observers were forced to
maintain fixation after image onset on a specific location for a variable amount of time. The edri cen
fixation bias was significantly reduced if the initial fixation was prolonged for 125 ms or more. Post hoc
analyses showed that the central fixation bias is stronger if initial fixation durations are shorter than
average. We implemented the assumptitirat the central fixation bias is a default mode of looking
under sudden onset conditions in a dynamical model of saccade generation. Our model provides a
viable computational mechanism for the interaction of the central fixation bias with botipm
processing. In conclusion, initial fixations influence gaze patterns substantially and should not be
ignored when evaluating models of eye guidance.

Likelihoodbased Parameter Estimation and Comparison of Dynamical Eye

Movement Models
Heiko H. Schit?, LarsO. M. Rothkegé] Hans A. Trukenbrdd Sebastian Rei¢hFelix A.
Wichmanr?, Ralf Engbeft
1University of Potsdam, Germany;
2University of Tubingen, Germany
Heiko.schuett@unrfuebingen.de

New eye-movement models are predicting full scanpaths in addition to fixation densities. Caused by
strong sequential dependencies in scanpaths parameter estimation, model analysis and comparison of
such models need improvement. We propose a likelihbaded aproach for model analysis in a fully
dynamical framework that includes tim@rdered experimental data. We developed and tested our
approach for the SceneWalk model (Engbert et al., 2015, J Vis). First, we show how to directly compute
the likelihood functim for experimental scanpaths for any model that predicts a distribution for the
next fixation position given the previous fixations. Using this likelihood, we can perform Frequentist
and Bayesian parameter estimation. In the Bayesian framework we obtdlibée intervals indicating

how well each parameter is constrained by the data. Using hierarchical models, inference is even
possible for individual observers, which permits the study of individual differences. Furthermore, our
likelihood approach can besed to compare different models. In our example, we show a large
advantage of dynamical models exploiting dependencies between fixations compared to any fixation
density prediction. Additionally, we compare different model variants using our likeliased
evaluation. Thus the likelihood approach seems to be a promising framework for evaluating dynamical
eye movement models.
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Refixation strategies for memory encoding in free viewing
Radha N. MeghanatharAndrey R. Nikolagv\Cees van Leeuwen
KU Leuven, Belgium
radhanila.meghanathan@kuleuven.be

To understand efficiency of memory encoding across saccades, we considébeations using
traditional and advanced quantification techniques. The latter involve measures based on recurrence
plots, which describe the state space trajectory of dynamical systems. Participants were asked to search
for 3, 4 or 5 targets for 10 sends and remember their orientations for a subsequent change detection
task, wherein, one target had its orientation changed in 50% of the cases. At the visual search stage we
analysed three types of refixations, classified according to their sequencecafrence on items,
separately for targets and distractors. We also analysed recurrence measures regardless of fixations
being on targets or distractors. We found that the amount of recurrences, number of repeating fixation
patterns and repeated fixationsnothe same regions increased with the number of targets, indicating
memory load. Correct change detection was associated with more refixations on targets and less on
distractors, with increased amount of recurrence, and with farther distances between restur
episodes. Thus, an optimal refixation strategy is essential for encoding and maintenance in visual
working memory.

Modelling saccade directions with circular distributions
Ingmar VisserMaartje RaijmakersDaan van Renswoude
University of Amsterdam, Netherlands

i.visser@uva.nl

Eye movement patterns can be particularly relevant in participants whom are otherwise hard to test
such as young children and infants. In young infants, eye movement are one of the best sources of
information that we have to gain insight into their cognitive processes. Here we studyiéeéng data

from infants looking at natural scenes. Fréewing patterns are characterised by a sequence of
saccades and here we are interested in modelling the distributions of saccades. Saccades are naturally
modelled using circular distributions and here we use mixtures of Von Mises distributions to accurately
de<cribe the saccade distributions. An interesting result is that infants, like adults, have a bias for
showing more horizontal than vertical or oblique saccades. The mixture distribution approach clearly
identifies this bias. Moreover, it quantifies the \amce of the saccade distributions accurately and
shows a developmental trend towards more accurate eye movements. Modelling saccade directions
can provide useful information about cognitive processing by giving an accurate description of the full
distribution of these directions and by linking the distribution parameters to age and other individual
differences measures.
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Considering, rather than restricting eye movement characteristics in Fixation

Related Potentials: an application of the rERP framework
Tim Cornelisseh Jona SassenhaggrDejan Draschkoty Melissa Vé
1Scene Grammar Lab, Goethe University Frankfurt, Germany;
2FiebachLab, Goethe University Frankfurt, Germany
cornelissen@psych.ufiankfurt.de

When interpreting the relationship between EEG and eye movement data, a researcher faces numerous
possible confounds: e.g., temporally overlapping neural responses, the lack of a neutral baseline period
due to this overp, different neural responses related to eye movement parameters such as saccade
amplitude, but also the possibility of (remaining) artifacts caused by eyeball rotation. Typically,
researchers have avoided these confounds by constraining eye movemehtsriexperiments, e.g.

by instruction, stimulus design, or by limiting analysis to similar subsets of eye movements. However,
to truly capture the relationship between eye movements and neural activity, it is suboptimal to
influence or diminish eye movemeeffects between conditions before evaluating EEG data. Here, we
present a way to address these confounds by applying regredsisaed estimation of evoked
responses (rERPs, Smith & Kutas, 2015a; 2015b). As a proof of concept, we show very similar P3(
effects in data recorded in different paradigms with 1) no eye movements, 2) restricted eye
movements, and 3) a duddrget visual search task in which participants could freely move their eyes.
These rERPs are robust to neural respemgerlap and eye moveent differences, opening up new
venues for investigating neural correlates of visual processing in ecologically valid contexts.

Tuesday, August 29, 13.30- 15.30
Symposium: Eye movements during the reading of narrative and poetic text
Room1(HS 14 M.10.12)

Weary with toil, | haste me to my bed: Eye tracking Shakespeare sonnets
Shuwei Xué, Daniela Giordang Jana Lidtke Renata Gambiny Grazia Pulvirentj Concetto
Spampinatd, Arthur M. Jacob’s
Freie Universitat Berlin, Germany;
2University of Catania, Italy
shuweixue@gmail.com

¢KS SAGKSGAOrtte @l fdzq6ftS |yR LIRLMzZ N { KI{184al
by literary critics and of theoretical but not empiricaientific studies. A fully interdisciplinary team of
researchers investigate the reception of a set of sonnets using eye tracking in combination with both
qualitative and quantitative narrative/poetic analyses in a meglgided, multilevel, multimethod
approach (Jacobs et al., 2016, 2017). We tested to what extent specific eye movement parameters
reflect both surface and deep structural as well as back foregrounding text features, as exemplified

in the 4x4 matrix for neurocognitive poetics studies @bm; 2015). The results from two labs (Catania,
Berlin) using the same stimuli, but different subjects (native English speakers) and eye tracking
technology provide first eye tracking evidence for the multilevel hypothesis of the Neurocognitive
Poetics Moel of Literary Reading (NCPM, Jacobs, 2015) submitting that textual foregrounded features
detected at four relevant levels of analysis (supralexical, interlexical, lexical, sublexical) differentially
affect poetry reception at all three levels of measuraemhgexperiential, peripheraphysiological,
behavioral; cf. Jacobs et al. 2016). The results are discussed in comparison to recent eye tracking studie
on haiku poems and short narratives (Mueller et al., 2017; van den Hoven et al., 2016).
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Individual differences in eyemovement patterns in response to literary
language
Emiel van den Hoveft, Franziska Harturtg, Michael Burké, Roel Willem&®é
Freiburg University, Germany;
2Max Planck Institute for Psycholinguistics, Netherlands;
SUniversity ofPennsylvania, United States of America;
4University College Roosevelt, Netherlands;
SRadboud University, Netherlands;
5Donders Institute for Brain, Cognition and Behaviour, Netherlands
emiel.vandenhoven@frequenz.ufreiburg.de

In the early 20th century, a group of literature scholars known as the Russian Formalists claimed that
stylistically salient (literary) language use increases processing demands, and therefore causes slower
readng. We tested this claim by having participants read short literary stories while measuring their
eye movements. Our results confirmed that readers indeed showed longer gaze durations and made
more regressions towards more literary passages as comparksditerary passages. A closer look,
however, revealed significant individual differences in the effect of literariness on eye movements.
Some readers in fact did not slow down at all when reading stylistically salient passages -3inej@er
slowingdown effect for literariness correlated with a psubject slowing down effect for words that

were statistically unexpected given the sentence context (high perplexity words): those readers who
slowed down more during literary passages also slowed dowreroring high perplexity words, even
though no correlation between literariness and perplexity existed in the stories. Moreover, readers
who slowed down more during literary passages also displayed smaller saccades during these passages
than those who slowd down less. We interpret these results with reference to a distinction between
more conservative and more proactive, risky readers.

Exploring meaning construction in readers of Engllahguage Haiku: An eye

tracking study
Franziska Guinthér Hermann J. Millés Thomas Geyér Jim Kaciaf) Stella Pieride%
LudwigMaximiliansUniversity Munich (LMU), Germany;
2The Haiku Foundation, Winchester, VA, United States of America
franziska.guenther@anglistik.umuenchen.de

The present studyg by poets and cognitive scientistsnvestigated the construction of meaning when
reading normative, 3dine EnglisHanguage haiku (ELH; Mdller et al., JEMR, 10(1), 2017). A central
designfeature of ELH is the presence of a cut (either after line 1 or 2) and the consequent juxtaposition
of two images, which relate to each other in terms of either a corgaation or a conceptually more
abstract association (contegdction vs. juxtapositiorhaiku). Understanding such haiku requires
readers to resolve the tension between the two parts of the poem, i.e., to integrate the two parts
(images) into a coherent 'meaning Gestalt'. To examine this process, we recorded readers' eye
movements. The resudtindicate that processes of meaning construction are reflected in patterns of
eye movements during reading (}sass) and reeading (2ndand 3rdpass). From those, the position

of the cut (after line 1 vs. line 2) and, to some extent, the type of h@i&ntexizaction vs. juxtaposition)

can be ‘recovered'. Moreover, results from a recognition memory test indicate that actually resolving
the haiku's meaning plays a role for later, explicit memory retrieval. These findings suggest haiku as an
apt materialfor studying processes of meaning construction during poetry reading.
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Immersion, Emotion and Eye Movements in Spdced Reading of passages

from Harry Potter
Lea MusiolekJana LudtkgArthur M. Jacobs
Freie Universitat Berlin, Germany
leamusiolek@gmail.com

Immersion in narrative reading and its related constructs have lately attracted increased research (e.g.,
Hsu et al., 2014; Jacobsl&dtke, 2017; van den Hoven et al., 2016). However, so far only a single
published study has used eye movements as a possible indicator of immersive reading behaviour. I
O2KSNByid LI GGSNya OFy o6S F2dzyR: (KA&f &S i&KE &R
immersive reading and testing/constraining the Neurocognitive Poetics Model of Literary Reading
(NCPM, Jacobs, 2015). In this experiment, we manipulated the emotionality of potentially immersive
text excerpts from the Harry Potter series assdbree conditions to study affective effects on various
§&8S Y20SYSyid LINIYSGSNE FyR NIdAy3Iad 9Y20GA2Y
immersive than neutral ones, with happy texts scoring significantly higher than fearful ones only on
immersion ¢ sympathy. Immersion generally correlated with faster reading, and fewer but longer
fixations. The results are discussed in the light of the NCPM and those of recent related studies, in
LI NI A Odzt F NJ @y RSy 1 2@Sy 8if). It dQa owvHamcO I yR ¢

Using eye movements to study comprehension monitoring in beginning readers
YoungSuk Kim, Christian Vorstiuj Ralph Radach
tUniversity of California, Irvine, United States of America;
2Bergische Universitat Wuppertal
kim.youngster@gmail.com

Despite a recent surge in developmental research we still know little about the dynamics of reading in
young children. The present work is focused on comprehension monitoring, agsreféracking and
verifying the understanding of written text. More specifically, we sought to determine to what extent
beginning readers are sensitive to semantic inconsistencies in short stories and what explains inter
individual variation. We examineshether monitoring makes a unique contribution to comprehension
over and above word reading and listening comprehension. Second graders from schools in Northern
Florida (N=319) were asked to read four line passages that could contain an implausible stateme
the last line. A battery of psychometric assessments for component skills of reading was also
administered. Results indicate that participants spend considerably greater time fixating inconsistent
words and engaged in frequent lookbacks to previguess of text in search of useful information. These
oculomotor manifestations of comprehension monitoring were explained by both word reading and
listening comprehension. Although these component skills explained the vast majority of variance in
reading canprehension, comprehension monitoring added unique explanatory power. These results
contribute to a better understanding of skills underlying comprehension monitoring and its unique role
in reading comprehension for beginning readers.
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Thematic Session: Yual search
Room 2(HS 32 K.11.23)

Your Attention seeks Confirmation: Visual confirmation bias overshadows

prevalence effects in visual attention
Stephen C. WalenchékStephen D. GoldingérMichael C. Hout
1Arizona State University, United StatesAoherica;
2New Mexico State University, United States of America
swalench@asu.edu

Rajsic, Wilson, and Pratt (2015; 2017) recently discovered a visual form of confirmation bias. People
searched foracolored  NASG f SGGSNI Ay OANDdzZ  NJ RAALI I e@a o6Sd3a
2yS O02f2NJ & SELXAOAGEfE OdzSR LINA2NJ (2 &SI NDK 6Sd
FYy20KSNJ 02t 2NEO® Ly S| Odsniakhedffielcie Eoloy therdmaipimg'wére 2 NJ T i
in the uncued color. Optimally, one should restrict search to the minority subset, using inference if
necessary. Yet, people preferentially scoured -cobred letters, even when they comprised the

majority, ertailing more laborious search. We tested whether this confirmatory bias is exaggerated or
mitigated through prevalence learning. Targets either occurred frequently (high prevalence) or rarely

(low prevalence) in the cued color. Participants disproportiehainspected cueolored letters, even

when cuematching targets were exceedingly rare. Additionally, results suggest slower perceptual
decisions when confirming (i.e., recognizing and responding to) the rare target. These results suggest

that visual confmation bias arises in attentional guidance and that prevalence effects arise due to
differences in perceptual readiness to identify common and rare objects.

Humans do not make efficient eye movements during visual search
Anna Nowakowskg, Alasdair DF. Clarké?, Amelia R. Hurit
1University of Aberdeen, United Kingdom;
2University of Essex, United Kingdom
a.nowakowska@abdn.ac.uk

When searching for an object, to what extent do people move their eféisiently? Here we tested
whether eye movements are directed to locations that yield the most information, by splitting search
arrays into two halves vertically, with homogeneous distractors on one half and heterogeneous
distractors on the other. When target is present on the homogenous side, it can be easily detected
using peripheral vision, so observers should only make fixations on the heterogeneous side. However,
we find that most participants ovefixate the homogeneous half, at a substantial dosteaction time.

We also find that search in spbtreen arrays was slower than predicted based on performance in
uniform displays. This suggests a failure to distribute fixations optimally across the two types of search
arrays contributed to search iniiency, in addition to a more general tendency to make unnecessary
confirmatory fixations. Finally, we introduced restrictions on viewing time, and found that participants
could achieve a similar level of search accuracy with far fewer eye movementestite demonstrate

that we make a large number of inefficient eye movements, suggesting estimates of expected
information gain contribute very little to fixation target selection during search.
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Time course of brain activity during unrestricted visuadagch: Ceregistering

EEG and Eye Movements
Juan E. Kamienkowslk, Alexander Varatharajah Mariano Sigmafy Rodrigo Q. Quiroga Matias J.
IsorP
Laboratory of Applied Artificial Intelligence, CONHUIBR, Argentina;
2Physics Department, FCEYMBA Argentina;
3Centre for Systems Neuroscience and Department of Engineering, University of Leicester, United
Kingdom;
“University Torcuato Di Tella, Argentina;
5School of Psychology, University of Nottingham, United Kingdom
juank@dc.uba.ar

When looking for a friend in this conference, we have to inspect several faces before achieving our goal.
The processing of visual stimuli within each fixation has been explored in recent EEG and eye
movements ceregistration expeiments (fixationRelated Potentials; fERPs). However, how these
individual responses are embedded in more complex behavior has been left relatively aside. Previous
experiments with artificial foveated stimuli have shown gradual changes associated with the
accumulation of information or expectation, either in the amplitude or the spectral profiles of the EEG
signal. This study investigates the brain dynamics throughout the sequence of fixations when searching
for a target face within natural images of crowdsERPs showed target detection effects consistent
with previous works. Moreover, the targeélated component was significantly modulated by the trial
tSy3iKe ¢KS Fft20lf ReylYAOa 2F RAAGNI Ol 2N LINR
basline amplitude, as well as major changes in the spectral prgfgicularly in the theta and alpha
bands. This can be interpreted in terms of a growing engagement in the search, with changes in
expectation and anticipation. Thus, while fixatioelated components account for local processing,
baseline activity and oscillations provide information about the global progression of the task.

Visual workingmemory biases attention: Evidence for involuntarily object

based topdown control by searchirrelevant features
Rebecca M. Foerstét, Werner X. Schneidé?
INeuro-cognitive Psychology, Bielefeld University, Germany;
Y23y A0GADBS LYGSNIOlGA2y ¢SOKy2t238Q /tdzadsSNI 2
rebecca.foerster@urbielefeld.de

Attentional biasing in visual search for varying targets requires that a target template is stored in visual
working memory (VWM). It is unknown whether allomly searckrelevant features of a VWM template

bias attention during search. Bias signals might be configured to favorééskant features so that

only searchrelevant features bias attention. Alternatively, VWM might maintain objects in the form of
bound features rather than individual features. Therefore, all features might bias attention ebject
based. We investigated in three experiments which of these two options of attentional biasing by VWM
might be valid. A colored cue depicted the target priordach search. Participants saccaded to the
target predefined by its identity opposite a distractor. Saccades went more often and faster to the
target when it matched the cue not only in its targdgfining identity but also in the irrelevant color.

In thethird experiment, cuecolored distractors captured the eyes more often than differentored
distractors, even if cue and target were never colored the same. Because participants were informed
about the misleading color, this result argues against degiaal and voluntary usage of color. Instead,
searchirrelevant template features biased attention obligatorily arguing for involuntary-dopn
control by objectbased VWM templates.
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Eye Movements and the Label Feedback Effect: Speaking Modulates Visual

Search, But Probably Not Visual Perception
Katherine P. HebertStephen C. Walencholstephen D. Goldinger
Arizona State University, United States of America
kpjones7@asu.edu

The labeffeedback hypothesis (Lupyan, 2007) proposes that language can modulaidwighlevel
gradzZt LINRPOSaZaAAYII &dzO0K & GLINAYAY3Ié (20KPfoundS NO S LIG A
that repeating target names facilitates visual search (shorter RTs and higher accuracy). However, design
limitations made their results challenging to assess and left key questions unanswered, including
whether speaking the name simply senasa task reminder, or whether the verbal process actually
modulates visual processing. In this study, we evaluated whethedselfted speech influences target
locating (i.e. attentional guidance) or target identification after location (i.e. decisiae)t testing
whether the Label Feedback Effect reflects changes in visual attention or some other mechanism (e.g.
template maintenance in working memory). Across three experiments, we analyzed search RTs and eye
movements from four withirsubject conditims. People spoke target names, nonwords, irrelevant
(absent) object names, or irrelevant (present) object names. Speaking target names weakly facilitated
visual search, but speaking different names strongly inhibited search. The most parsimonious account
is that language affects target template maintenance during search, rather than visual perception.

Shorter fixation durations in visual search after 24 hours of total sleep
deprivation
Christian Muih] Daniel Aeschbach
Institute of Aerospace Medicine, German Aerospace Center (DLR), Germany
Christian.Muehl@dIr.de

Visual attention is a relevant construct in the domain of aviation, since information for opsrato

often presented visually. Shift and night work schedules in the aviation industry require an
understanding of the susceptibility of visual attention to sleep deprivation (SD). To study the effect of

SD on visual attention, we employed two weditablshed serial search paradigms and analyzed
average fixation duration and saccade velocity. We expecteéh@ized cognitive slowing to be
accompanied by longer fixation durations and slower saccades. We measured search performance and
the related oculomoto characteristics before and after 24 hours of SD in 24 subjects, as well as in a
well-rested control group. Search performance deteriorated significantly compared to the control
group in terms of speed and accuracy. Saccade velocity decreased strongtyar{do our
expectation, we found a decrease in fixation duration under SD, while the number of fixations did not
change significantly. The results show only a partial slowing of oculomotor characteristics in visual
search after SD. The decrease of mieation duration, however, might indicate a propensity for faster

and riskier decisioy {1 Ay 33 YIFyATSaGAYy3I AGasStFT 2y G-&dr t S@St
tade2 TT£€ 3 &dzOK 06 SKI A2 NI NB F-imPabad aognitierodesdsy a (2 02 YLIS)
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Thematic Session: Interactivend group eyetracking
Room 3(HS 281.13.71)

Group Eye Tracking (GET) Applications in Gaming and Decision Making
Cengiz AcarturkMani Tajaddini, Ozkan Kilic
Middle East Technical University, Turkey
acarturk@gmail.com

Eye tracking has been employed as an experimental methodology for individual session recording since
the past several decades. It haso been employed as a human computer interaction method for
individuals more recently. MuHiser eye tracking is a novel paradigm that has been broadening the
scope of both experimental methodology and human computer interaction towards social cognition
and interaction. GET (Group Eye Tracking) is a+umssti eye tracking environment for simultaneous
recording of eye movement data from multiple eye trackers. We have been employing the GET platform
for conducting experiments in two domains: meler gae gaming and group decision making. We

will present two studies that have been conducted by using the GET paradigm. The first isadheze
game, where the participants played the game under competitive and collaborative conditions. The
second studydcuses on a decisiemaking task, where the participants make risky or conservative
monetary choices. Our goal is to share the findings, present the challenges in current research, anc
discuss the future of mukliser eye tracking paradigms.

Massmeasurement of eyemovements under the dome proof of concept

studies
Maksymilian Bieleckz Y I (| NI @ y I 152 (atAIK | @1 8aiBeRikKsRL |
ISWPS University of Social Sciences and Humanities, Poland,;
2Copernicus Science Centre, Poland
mbielecki@swps.edu.pl

al 384 YSIadNBYSyid 2F UEFGA2Y 0 SKI aidGanIVAsa prapos€K | f
in their study presented during ECEM in 2015 a novel wawialf to capture eye movements in a large
group of students watching a videecorded lecture. In this study, the lecture recording was
interrupted systematically by a grid of daok-light letters-and-digits presented across the screen.
Participants wrotaown the lettersand-digits they saw at that particular moment revealing the fixation
locations. We tested the feasibility of using a similar methodology to record gaze locations during
planetarium presentations. Two studies were conducted during livegareations under the dome of
Copernicus Science Centre in Warsaw (sgphierical screen with the diameter of 16 meters). Our
results prove that proposed methodology allows creating heat maps qualitatively resembling those
obtained by using conventional eyrmcking devices. The visual attention of the viewers could be
STFSOGAGSte OFLWGIINBR NB@SHtAYy3 y2i 2yte STFSO
2F LI NIGAOALIYy(iaQ OKFNIYOGSNRaGAOAa FyR aSkid L&,
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Using multiple gaze trackerand combining the results
Miika Tapio Toivanen, Markku Hannula
University of Helsinki, Finland
miika.toivanen@helsinki.fi

With mobile gaze tracking, the visual attention ofubject can be measured in natural environments.
Measuring many subjects simultaneously allows to assess correlations of their gaze patterns which
opens new possibilities in studying attentional behavior on a group level. However, the expensiveness
of reliable mobile gaze trackers makes this economically challenging or infeasible. An additional
problem is combining the gaze points in space and time to infer, e.g., if the subjects have fixated the
same target at the same time. We use gelide gaze trackinglasses and advanced algorithms,
allowing to conduct group measurements with a reasonable cost. We use visual markers near the
expected gaze target locations to map each person's gaze point to same coordinate system and also to
alleviate the automatic gazerget classification. The timestamps of the captured video frames are
saved on the recording computers which are first synchronized with the universal time. As a result, we
have each person's gaze behavior on a same time axis and the gaze targetoaratmaly classified.

We apply the methodology on an educational study and show how four students' and teacher's gaze
points are combined, having high temporal and spatial accuracy.

Joint Attention on the Cartesian Plain: A Dual Eyeacking Study
AnnaShvarts Anatoly Krichevets
Lomonosov Moscow State University, Russian Federation
shvarts.anna@gmail.com

Joint attention is considered to be a cruaiachanism of language acquisition in early childhood. We

suppose that this mechanism plays a significant role in mathematics acquisition as well. In a qualitative

study we used dual eyeacking to describe dynamics of visual joint attention while adulesew

teaching the first grade students (7 years old) to approach coordinates of points on the Cartesian plane.

The dual eydracking technical solution allowed a teacher and a student to sit together in front of the

same monitor and to involve gestures intieeir communication; the videos of the overlapping gaze

paths from the pairs of the participants were synchronized with the records of their gestures and verbal

SELX IYyLdA2yad® CNIYS o6& FNIYS lylfeara NBwSIESR (f
but anticipated it or actively sought how a gesture, an explanation and the diagram corresponded to

each other in order to make their perception meaningful. We distinguished two ways of how the joint

attention was achieved: a teacher might guide thél dzZRSy i 2NJ F2ff2¢6 (KS aidzRSy
adjust the explanations accordingly. Dual ¢secking appeared to be a promising instrument for the

analysis of teachinggarning shared activity. Supported by RFBR)&66319.


http://creativecommons.org/licenses/by/4.0/
mailto:miika.toivanen@helsinki.fi
mailto:shvarts.anna@gmail.com

DOI: 10.16910/jemr.10.6 This work is tiensed under a
Creative Commons Attribution 4.0 International License ISSN: 19958692

105

How Teachers Sel& Using Mobile Eyetracking to Explore Professional Vision

and TeacheiStudent Interactions in the Classroom
Irene T. SkuballgAntje von Suchodoletz
NYUAD, United Arab Emirates
its101@nyu.edu

Teacher professional vision is the ability to notice and interpret significant features of classroom
interactions. It determines how a teacher perceives classroom events and makes instructional decisions
in an authentic and demanding envinment. Yet, teacher professional vision does not always translate
Ayilz2z STFSOGALGS AyailaNHzOGAzyd 28 SELX 2NBR (S| OK
fAY1SR G(GSIFOKSNEQ Sé&S 31§ G2 1S& Sg8Saitienomg Of
kindergarten teachers using mobile efracking glasses. The quality of instruction was assessed with
the Classroom Assessment Scoring System (CLASSPRe wSa dzf 6§a Ay RAOFGSR |
distribution of visual attention; somteachers focused on only few children, others managed to look

at every child for equally long. In general, teachers allocated significantly more visual attention to
children than to materials. Visual shifts were positively related to more visual attepticchildren. In
addition, we found a positive association between the number of visual shifts between children and
instructional support as measured by the CLASSKPidigher instructional support correlated with
more attentional shifts between childref ogether the findings speak to the applicability of mobile eye
tracking glasses in naturalistic classroom settings. Implications for teacher education and training will
be discussed.

Gazeassisted remote communication between teacher and students
KariJouko Raihd Oleg Spakoy Howell Istancé, Diederick C. Niehorstér
University of Tampere, Finland,;
2Lund University, Sweden
karijouko.raiha@uta.fi

Fluent communication is essential fimteraction between teacher and students, and has a significant
impact on the learning experience in the classroom. Communication is facilitated by means (like chat
boxes, audio channel, or video feed) that do not reveal the point of attention of the studte other
contexts, gaze been found useful to establish joint attention in gegveer communication. We
expand on that by facilitating transmission of gaze points between several networked participants. In
our setup, students are able to see the teack desktop in a window on their own desktop, and the
(SFHOKSNRa | OGAGS LRAYG 2F 31T S adaSNAYLR2&ESR 2¢
shows the desktops of each student, again with their gaze points superimposed. We have latn a pi
study with four students and the teacher in a separate room. The screen video was transmitted using
the VNC tool, and gaze data was transmitted vhanse software. The teacher and students were also
connected by Skype chat; students mostly listet@the teacher (by earphones), but if someone raised

a question, it was heard by all participants. We will present the implementation issues and share the
experiences from the pilot study.
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Thematic Session: Scene perception
Room 4(HS 26 1.13.65)

The relative importance of foveal vision in visual search in 3D dynamic scenes
Adam C. ClayderRobert B. FisherAntje Nuthmann
University of Edinburgh, United Kingdom
s1475487@sms.ed.ac.uk

Search performance when finding targets within static naturakstienes has been demonstrated to

be similar with and without foveal vision (Nuthmann, 2014). However, detectiabjetts during self
motion has been shown to rely on optical flow (Warren & Rushton, 2008). Participants in our study
were required to search for context free targets within 3D, simulatedrselion scenes, made with

the Unity Game Engine. As the targetere nonY2 Ay 33 (KS& O2yF2N¥SR 4AGK
movement, and so blended with the flow field. We investigated: 1) Does the inclusion of optical flow
produce costs to search performance with foveal vision loss? 2) If there is a cost, can we isgamahe
performance by manipulating optic flow trajectory and target placement? Results show that 1)
localising targets while moving without foveal vision produces a significant cost to performance. 2)
Manipulating the path of selfnotion and varying targelocation did not eliminate the cost of foveal
impairment. As target motion blended with the flow field, observers needed to fixate near the target
for detection, utilising their high acuity vision. We suggest that the optical flow interfered with the
target localisation process, which results in an increased reliance on high acuity vision.

The developmental trajectory of eye movements to objestene

inconsistencies and their relation to language abilities
Sabine Ohlschlagé?, Melissa LeHoa Va2
1Scene Grammar Lab, Goethe University, Frankfurt, Germany;
2Center for Research on Individual Development and Adaptive Education of Children at Risk (IDeA),
Frankfurt, Germany
oehlschlaeger@psych.ufrankfurt.de

a2ail 2F @&2dz g2dZf R 68 adzNLINAASR (G2 FAYR | d2FaidsSN
in this room. You would also be surprised to find the toaster in the kitchen sink, because it is not where
we wouldexpect it to be. Our knowledge about what (semantics) to expect where (syntax) in our world
is probably not present from birth. When does this knowledge develop and how does it relate to other
meaningful concepts, e.g. in language? To answer these questiemecorded eye movements of two

to four-year old children (n=72) while they were viewing photographs of difélyscenes with
inconsistent semantics or syntax in a paradigm with gamgtingent stimulus presentation. We found

that the difference in fist-pass dwell times between inconsistent and consistent conditions increased
with age. Concordantly, onlyyear old children showed a positive relation of this eye movement effect
with semantic language abilities in categorizing objects (e.g. animasd. we linked eye movement
control to age and language abilities. Interestingly, these relations did not differ between semantic and
syntactic inconsistencies, which will be discussed in terms of the sensitivity of the cognitive
representations during devepment and of our eye movement measure.
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Dynamic recipes for oculomotor selection of objects in realistic scenes
Sara Spotorng Ben Tatlet
University of Glasgow, United Kingdom;
2University of Aberdeen, United Kingdom
sara.spotorno@glasgow.ac.uk

We examined the extent to which semantic informativeness, consistency with expectations and
perceptual salience contribute to object prioritisation in scene viewing @piesentation. In scene
viewing (Experiments -2), semantic guidance overshadowed perceptual guidance in determining
FAEFIGAZY 2NRSNE 6AGK GKS aANBFGSAd LINAR2NRGAALF G
event; there was some advantaf@m inconsistent objects, but only relative to consistent but marginally
informative objects. Perceptual properties, on the other hand, affected selection of consistent but not
of inconsistent objects. Semantic and perceptual properties also interactadflirencing foveal
inspection, as inconsistent objects were fixated longer than marginal objects and than low but not high
salience diagnostic objects. In change detection (Experiment 3), perceptual guidance overrode
semantic guidance, promoting detectioof highly salient changes. A residual advantage due to
diagnosticity emerged only when selection prioritisation could not be based oHeles! features.
Overall these findings show that semantic inconsistency is not prioritised within a scene when
competng with other relevant information that is essential to scene understanding and respects
203aSNIBSNAQ SELISOGFiA2Yyad a2NB20SNE (KS& NBOSI
properties during selection depends on ongoing task requirements.

Individual Smooth Pursuit Strategies in Dynamic Natural Scene Perception
loannis AgtzidisMikhail Startsey Michael Dorr
Technical University of Munich, Germany
ioannis.agtzidis@tum.de

In the presence of dynamic stimuli, observers often perform smooth pursuit (SP) eye movements.
Because their characteristics such as speed and durativ are more variable than thstereatypical
fixations and saccades, largeale analysis of SP properties remains challenging in the absence of highly
robust automated classification algorithms. To improve our understanding of SPs when viewing
dynamic natural scenes, we manually labélla large ground truth data set. Three humans
annotatedsaccades, fixations, and SPs in the GazeCom dataset, which comprises more than four hout
of gaze recordings for naturalistic videos. SP episodes lasted up to 4300ms (median duration 320ms)
Overall, SP represented about 11% of the total viewing time. Individually, there was substantial
variation between videos: from 0% (videos with very little object motion) up to 23.2% (videos with
continuously moving big objects). Subjects also showed great difesewith SP rates from 3.7% to
18.4%. These differences likely can be attributed to different tracking techniques for moving objects
(many short fixations with small saccades inbetween vs smooth tracking) as well as intrinsic differences
in the top-down deployment of attention: while motion onsets widely capture attention and lead to SP
initiation, observers differ in how long they sustain SP.
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The bimodality of saccade duration distribution
Héleéne Devillez wl y R f {TidGhrrah QWS A f £ &
University of Colorado Boulder, United States of America
helene.devillez@colorado.edu

It is well known that there is a positive correlatibetween saccade amplitude and saccade duration
(van Beers, 2007). If saccade amplitude shows an exponential distribution, the distribution of saccade
duration is known to be bimodal. This study aims at investigating the saccade duration distribution and
discussing its relation with the two modes of viewing during the exploration of scenes. The ambient
mode is characterized by large amplitude saccades and short duration fixations, and the focal mode
shows shorter saccades and longer fixations (Unema et @b)20Mode classification relies on the
previous saccade amplitudes (Follet et al 2011). We used data from 28 participants freely exploring
natural scenes in an object memorization task. Data analysis showed that the bimodality of saccade
duration distribufon was not present when taking into account only saccades with a small amplitude
(< 5°). We clustered fixations according to the duration of the previous saccade. Short duration saccades
showed slow speed compared to longer saccades, reminiscent of snpomfiuit eye movements.
Interestingly, short duration saccades were preceded by longer and followed by shorter fixations than
long saccades, suggesting that the bimodality of the saccade duration distribution is not related to
focal/ambient mode.

Usingd 2 dzy R (2 3JdzA R&SSONER §y8Q AFA Y YWad X 1A% CA 33
found experiment.
160, Jonathan P. BattenJennifer X. Haensel

Birkbeck, University of London, United Kingdom
tj.smith@bbk.ac.uk

Viewing a dynamic audiovisual scene has inherent challenges for where and when gaze is allocated.

Film sound designers belietleey have technigues for simplifying this task and guiding viewer attention

by modulating the relative audiovisual salience of objects in a scene. However, empirical evidence that

such audio manipulations causally influence gaze in dynamic scenes isl.lifffiis study utilised a

F2dzy R SELISNAYSyids aAlS$S CcAaA3daraqQa SELISNAYSyidtrf TSI
continuous interrelated perspectives displayed using a 2x2-spléen, where each quadrant has an

isolatable sound mix. We investigatehe influence of sound on fredewing by manipulating the

presence of sound across the four quadrants one at a time separated by abrupt sound cuts. Sound
presence significantly increased the proportion of gaze to that quadrant but only after the Vieder

learnt the audiovisual pairings. Fixation durations to sound regions were significantly longer than those

to visual only quadrants. Computational audiovisual salience values are also considered as predictors

of gaze between the quadrants. These res@2 Yy FANY CA3IIAAQ 06StAST G(KIFG K
sound design by manipulating entire audio scenes but it is not currently known whether sound has a

similar attentional cuing effect in natural scene viewing.
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Symposium: The role of eye movements in seifotion perception
Room1(HS 14 M.10.12)

Gaze and the visual control of foot placement when walking over reairld

rough terrain
Jonathan SMatthis, Mary M. Hayhoe
University of Texas at Austin, United States of America
matthis@utexas.edu

Walking over rough terrain requires walkers to perform a rapid visual search amptt@ning path to
identify stable footholds to ensure safe and stable locomotion. During this behavior, the saccadic eye
movements that gather the information necessary for foot placement must occur concurrently with
stabilizing reflexes that counteract ¢hcharacteristic acceleration patterns of the head during
locomotion. Using a novel experimental apparatus, we recorded the eye movements abodyll
kinematics of subjects walking over three levels of-xgafld rough terraing extremely rocky dry creek
beds (Rough), moderately rocky trails (Medium), and flat pagaath trails (Flat). In the Rough and
Medium terrains gaze was tightly coupled to the locations of upcoming footholds, with tespaicific
differences in the temporal correlation betweenzgaand the first, second, and third upcoming steps.

In contrast, in the Flat terrain, subjects did not fixate upcoming footholds, but still made occasional
fixations on the upcoming path that had a similar temporal look ahead to the patterns of fixatehs m

in the Rough and Medium terrains. In short, subjects showed distinct patterns of gaze behavior that
were shaped by the specific task demands inherent to locomotion over the different types of rough
terrain.

Eye movement cues to sethotion perception
Pieter W. Medendorp, Ivar A. H. ClemensLuc P. J. Selgmntonella Pomanté Paul R.
MacNeiglagé
Radboud University, Netherlands;
2University of Nevada, United States of America
p.medendorp@donders.ru.nl

Selfmotion is typically accompanied by eye movements to maintain gaze on objects of interest. We
studied whether these fixation eye movements provide a cue formelfion perception. Using a two
alternative forced choice (AFQ task, participants indicated whether the second of two successive
passive lateral whokeody translations was longer or shorter than the first. Eye movements were
constrained by presenting either a wofked or bodyfixed fixation point (at two differst distances)

or no fixation point at all (allowing free gaze) during the motion. Perceived translations were shorter
with a bodyfixed than worldfixed fixation point, suggesting that eye movement signals contribute to
seltmotion. Furthermore, perceivettanslation was smaller when fixating a far compared to a nearby
world-centered target, indicating that eye movements are not properly scaled innsation
perception. Finally, when gaze was free during both translation intervals, the interval withrger la
eye movement excursion was judged to be larger more often than chance. We conclude that eye
movements provide a rudimentary cue to saeibtion, even in the absence of visual stimulation, with

a compensation for fixation depth that is partial at best.
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Visualvestibular conflict detection depends on fixation

Isabelle T. GarzotZ, Paul MacNeilage?
1LMU-University Hospital of Munich, Germany;
2Graduate School of Systemic Neurosciences, Munich;
SDepartment of Psychology, Cognitive and Bf&aiences, University of Nevada, Reno
isabelle.garzorz@Irz.umuenchen.de

Visual and vestibular signals are the primary sources of sensory information fona@h. Conflict
among these sitpls can be seriously debilitating, resulting in vertigo, inappropriate postural responses,
and motion sickness. Despite this significance, the mechanisms mediating conflict detection are poorly
understood. Here we model conflict detection simply as ciosslal discrimination with benchmark
performance limited by variabilities on the signals being compared. In a series of psychophysical
experiments conducted in a virtual reality motion simulator, we measure these variabilities and assess
conflict detectionrelative to this benchmark as well as visuaktibular integration performance. We
specifically examine the impact of eye movements on these behaviors and observe that there is a
tradeoff between integration and conflict detection that is mediated by eyevements. Minimizing

eye movements by fixating a hedided target leads to optimal integration but highly impaired conflict
detection. Minimizing retinal motion by fixating a scefireed target improves conflict detection at the

cost of impaired integrapn performance. The common tendency to fixate scéimed targets during
selfmotion may indicate that conflict detection is typically a higher priority than the small increase in
precision of selnotion estimation that is obtained through integration.

Heading representations in primates are compressed by saccades
Frank BremmeY, Jan Churah Markus Lappé
PhilippsUniversitat Marburg, Germany;
2Westfalische Wilhelm&niversitat Miinster, Germany
frank.bremmer@physik.uanarburg.de

Perceptual illusions help to understand how sensory signals are decoded in the brain. Here we asked if
also the opposite approach is applicable, i.e., if rsstdfom decoding neural activity from monkey
extrastriate visual cortex could correctly predict a hitherto unknown perceptual illusion in humans. We
recorded neural activity from macaque areas MST and VIP during continuous presentation of self
motion stimui and concurrent reflexive eye movements. Stimuli simulatedrselfion across a ground

plane in different directions. A linear headidgcoder performed veridically during fixation and slow
eyemovements. During fast eymovements (saccades), howeveretdecoder erroneously reported
compression of heading towards straigiithiead. Since functional equivalents of macaque areas MST
and VIP have been identified in humans, we predicted a perceptual correlate (illusion) of this
perisaccadic decoding error. Insacond experiment, human subjects performed saccades while we
presented visually simulated setiotion in different directions. As predicted, perceived heading was
perisaccadically compressed. A behavioral control experiment revealed compression tededlir
towards the direction of gaze rather than the heaat bodymidline. Our data strongly suggest that
response properties of primate areas MST and VIP are the neural substrate of this newly described
visual illusion.
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Dynamics of eye movements duringsual path integration
Dora AngelakiKaushik Lakshminarasimhan, Xaq Pitkow
Baylor College of Medicine, United States of America
angelaki@bcm.edu

The ability to pathintegrate is well documented in humans and animals. However the behavioural
algorithms supporting path integration remain unclear. We studied this in primates by training humans
and macaque monkeys to use joystick to catch fireflies in a virtual environdexoid of landmarks.

In order to solve this task, subjects had to update their position estimates based solely on optic flow
generated by moving through virtual space. Target locations were varied randomly across trials to
eliminate the use of timéasedstrategies. Although each target firefly only appeared briefly at the
beginning of the trial, behavioural recordings of epevements revealed that subjects tracked the
target even after it was long gone, thereby maintaining their gaze at the targetidocantil they
NBFOKSR AlGd® ! ONRP&& GNRItazs GFENRFOATAGE Ay a&dz
subjects were more precise in tracking and reaching nearby than far away targets. Our results sugges
that the output of integratonn# K&i 6S SY6SRRSR Ay {(KS oONIAyQa 2
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Thematic Session: Attention and memory
Room 2(HS 32 K.11.23)

Attentional selectionin averaging saccades
Luca Wollenber$?, Heiner Deubé| Martin Szinté
1Graduate School of Systemic Neurosciences, LulflaigmiliansUniversitat Minchen, Munich,
Germany;
2Allgemeine und Experimentelle Psychologie, Department Psychologie, Ehdwimiians
Universitat Miinchen, Munich, Germany
luca.wollenberg@gmx.de

The premotor theory of attention postulates that spatial attention arises from the activation of saccade
areas and that the deployment aftention is the consequence of motor programming. Yet, attentional
and oculomotor processes have been shown to be dissociable at the neuronal level in covert attention
tasks. To investigate a potential dissociation at the behavioral level, we instrueteidipants to
saccade towards one of two nearby, competing saccade cues. The spatial distribution of visual attention
was determined using oriented Gabor stimuli presented either at the cue locations, between them or
at several other equidistant locationResults demonstrate that accurate saccades towards one of the
cues were associated with psaccadic enhancement of visual sensitivity at the respective saccade
endpoint compared to the nosaccaded cue location. In contrast, averaging saccades, |aretingen

the two cues, were not associated with attentional facilitation at the saccade endpoint, ruling out an
obligatory coupling of attentional deployment to the oculomotor program. Rather, attention before
averaging saccades was equally distributed e two cued locations. Taken together, our results
suggest that the oculomotor program depends on the state of attentional selection before saccade
onset, and that saccade averaging arises from unresolved attentional selection.
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Vertical gaze paralysis associated deficits of attention and memory: Evidence

from Progressive&Supranuclear Palsy
Daniel Smith, Neil Archibald
1Durham University, United Kingdom;
2The James Cook University Hosptial, South Tees NHS Foundation Trust, UK
daniel.smith2@durham.ac.uk

The mechanisms that control covert attention and spatial short term memory are tightly coupled with
the oculomotor system. We have previously argued for a specific link betteembility to make

normal eyemovements and the optimal functioning of exogenous attentional orienting and spatial
shortterm memory (Pearson, Ball, & Smith, 2014; Smith, Ball, & Ellison, 2014). One key piece of
evidence for this link is a selective défiaf exogenous orienting along the vertical axis in Progressive
Supranuclear Palsy (PSP), a degenerative neurological disease characterised by vertical paralysis of gaze
(Rafal, Posner, Friedman, Inhoff, & Bernstein, 1988). In the current work we usetisasarch tasks

and the Corsi blocks task to test for selective, vertical deficits of covert attention and-tehort
memory in people with PSP. Patients had shorter memory spans and less efficient covert visual search
when stimuli were presented along ghvertical axis compared to the horizontal axis. Critically, this
effect was not observed in age matched controls, or a group of patients with Parkinsons disease. These
data suggest that an intact eyaovement system is required for optimal functioningaafvert spatial
attention and shorterm spatial memory.

Nasaltemporal differences on cueing effect: how cue eccentricity and visual

field affect the orienting of visuespatial attention
Soazig Casteaaniel T. Smith
Durham University, United Kingdom
soazig.casteau@durham.ac.uk

Premotor theory of attention argues that orienting of attention is the result of the preparation of an
eye-movement. Indeedneuropsychological investigations of patients with defective-ey@ements

and studies of healthy participants where the range of-ey@/ements are experimentally manipulated
suggest that both covert spatial attention and overt eyevements are limited tahe Effective
Oculomotor Range (EOMR). Here, we used the Posner cueing task to examine whether exogenous,
covert attentional orienting was limited to the EOMR in neurotypical participants when the eye was in
the canonical position. After determining eaittdividual EOMR, we presented a cueing task where we
YEyALdzZ FiSR GKS SOOSYyiNnROAGE 60Sft2¢ Qad 6Se2yR
significantly longer in the beyond compared to the below EOMR condition. Contrary to the previous
neuropsydological work, we did not observe a any interaction between EOMR and validity. However,
looking at cue hemifield separately, our results showed that the cueing effect was absent when stimuli
were presented beyond the EOMR, but only in the Nasal visual Tibis result offers some support for

the idea that exogenous orienting is limited to the EOMR, although the effect was more subtle than
that observed in neuropsychological patients.
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Presaccadic attention analyzed with a novel dynamic noise paradig
Nina M. Hanning?, Heiner Deubél
LudwigMaximiliansUniversitat Miinchen, Munich, Germany;
2Graduate School of Systemic Neurosciences, Munich, Germany
hanning.nina@gmail.com

Discrimination performancéas become an important proxy for the analysis of visuospatial attention.
In a typical paradigm, test stimuli such as characters or oriented Gabors are briefly presented at various
locations in the visual field. One potential problem arising here is these test stimuli themselves
constitute visual objects that may structure the visual field and thus affect what they want to measure,
the spatial distribution of attention. We developed a novel-figld stimulus composed of orientatien
filtered dynamic jnk noise that allows to test the spattemporal distribution of attention across the
visual field, without the presence of objelike visual structures. As a remarkable property of this
stimulus, we demonstrate that local discrimination performanceaigely independent of visual
eccentricity. This allows to directly compare attentional performance at foveal and peripheral locations.
We used this stimulus to analyze the distribution of spatial attention before saccadic eye movements,
and to study the dect of the presence or absence of a saccade target object. Results show that
saccades are preceded by shifts of attention even if they are directed into an unstructured visual field.
This deployment of attention towards the saccade landing position ismapanied by a removal of
processing resources from fixation.

Detecting concealed memory via eye movements
Yoni PertzoyOryah LancryTal Nahari Gershon BetShakhar
The Hebrew University of Jerusalem, Israel
pertzov@gmail.com

Can gaze tracking be used to reveal whether someone is familiar with another person, even when she
tries to conceal this familiarity? During visuabpessing, gaze allocation is influenced not only by
features of the visual input, but also by previous exposure to objects, resulting in idiosyncratic scanning
patterns. However, the precise dynamic of gaze allocation towards personally familiar otgeetadt

been studied in the context of revealing concealed familiarity. Here we show that when subjects try to
encode several faces, gaze is inevitably attracted towards a personally familiar face, followed by a
strong repulsion, even when participants wegxplicitly instructed to conceal their familiarity. Despite
attracting overall less fixation time, familiar faces were nevertheless reported more rapidly and
accurately. By exploiting these behavioral patterns, a machine learning classification algorithm
detected the familiar faces at an accuracy rate exceeding 91%. These results shed new light on the
temporal aspects of attention preferences and the efficient way in which existing memory
representations are encoded into short term memory. It also prosidehighly accurate method of
detecting concealed information using eye tracking.
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Spoken words help in retreiving information from visual working memory
Seema G. Prasad, Pratik Bhanddatamesh Mishra
University of Hyderabad, India
gp.seema@uohyd.ac.in

Visual attention and working memory involve overlapping mechanisms. Retrieving information from
visual working memory involves directing visual attentionttie location of the information to be
retrieved (Theeuwes et al., 2010). Additionally, spoken words have been shown to mediate visual
attention to objects that are related phonologically or semantically (Tanenhaus et al., 1995). We
examined if spoken worthediated attention helps in retrieving objects from visual working memory.
Participants were asked to remember two or four objects. After 3000 ms, participants saw one of the
objects and had to judge if its location was same or different compared torthequs display. During

the retention interval of 3000 ms, a blank screen was presented along with a spoken word which was
a phonological competitor of the object to be remembered (experimental trials). On control trials, no
spoken word was presented. Rétsushowed that accuracy on the memory task was higher on
experimental trials compared to the control trials. More importantly, the proportion of fixations to the
location of the object to be remembered was higher compared to the unrelated objects, only on
experimental trials. These findings show that language input can bias visual attention and facilitate in
working memory maintenance.

Thematic Session: Innovative metho@sd technology
Room 3(HS 281.13.71)

Improving computerized adaptive testing ugy eye tracking measures
Benedict C. O. F. Fehringer
University of Mannheim, Germany
b.fehringer@unimannheim.de
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accuracy and reaction times in item subsets. However, the information amount of easy and difficult

items is limited because of ceiling or floor effects. Eye tracking measures are promising to gain more
information from these items. Gaze mements can show how participants solve an item. The goal of

this study was to analyze the potential of eye tracking measures for more efficient adaptive testing. To

this end, N = 81 participants conducted a test for spatial thinking. In each task, thepzarts had to
RSOARS ¢KSGKSNI G2 LINBaASYyUiSR wdzoAlQa OdzmSa | NB S|
is conform to the lineatogistic test model and consists of six difficulty levels. Based on the eye tracking

data, entropy values andittlen Markov Models were computed as well as fixation locations analyzed.
Hierarchical regression models with the test score as dependent variable show that the eye tracking
measures are able to explain ca. 10% additional variance in the easiest andiffiogityllevels given

accuracy and reaction time of these levels. The results show the potential of eye tracking measures to
make CATs more efficient.
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Eye movement indicators for successful failure detection
Catrin HasseCarmerBruder
German Aerospace Center (D.L.R.), Space and Aviation Psychology, Germany
catrin.hasse@dlr.de

It is becoming increasingly important for pilots and air traffic controllers (ATG® tble to detect
automation failures in a timely manner. In the context of personnel selection, conventional tests based
on behavioural indicators could be complemented by integratingtegeking methods. The present
study focuses on revealing eye movamparameters that reflect adequate scanning behaviour, which,

in turn, predicts accurate failure detection. Eye movements were recorded whilst subjects were
monitoring an automated system and reporting failures. Based on predefined areas of interegt (AOls
eye movement parameters were analyzed within different time units around the automation failure.
The data suggest that there are differences between the eye movements of operators who detected
automation failures and those who missed them. Human opemtawho successfully detect an
automation failure demonstrate timspecific monitoring patterns. These patterns are quantified by
parameters such as fixations counts, gaze durations, mean fixation durations, and the total time to first
fixation. Depending o the time frame, different eye tracking parameters become relevant for failure
detection, thus reflecting the interplay of the diverse cognitive processes involved. The findings are
discussed in the context of the personnel selection and training ofiawi@iperatives, as well as ATC
incident reporting.

Individual objective versus subjective fixation disparity as a function of prism

load
Wolfgang Jaschinski
Leibniz Research Centre for Working Environment and Human Fastraany
jaschinski@ifado.de
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typically is below 1 deg. This can be measured in research, while clinical ejpyonses dichoptic
Y2y Adzd fAYS& F2NJ YSIFAadzNAYy3I a&dzo2SOGAGBS FAELGA
two measures, simultaneous tests were made in far vision when placing prisms in front of the eyes (for
a few seconds) to vary the abste disparity (from 1 deg divergent to 3.4 deg convergent). Frequent
repeated measurements in 12 observers allowed individual analyses. Generally, fixation disparity
values and effects of prisms were much smaller in the subjective than in the objectagunes. Some
observers differed systematically in the characteristics of the two types of gridoced curves.
Individual regressions showed that the subjective vs. objective slope arashe average 8 % (with
largest individual values of 18%). Thigygests that sensory fusion shifted the visual direction of the
(peripheral) binocular targets by the full amount of objective fixation disparity (since single vision was
achieved); however, for the (central) monocular nonius lines this shift was moes®iricomplete so

that the dichoptic nonius lines indicated an individual percentage of objective fixation disparity.
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3D Eye Tracking in Monocular and Binocular Conditions
Xi Wang Marianne Maertens Marc Alexa
TU Berlin, Germany
xi.wang@tuberlin.de

Results of eye tracking experiments on vergence are contradictory: for example, the point of vergence
has been found in front of as well as behihe target location. The point of vergence is computed by
intersecting two lines associated to pupil positions. This approach requires that a fixed eye position
corresponds to a straight line of targets in space. However, as long as the targets in dmerpare
distributed on a surface (e.g. a monitor), the straifhe assumption cannot be validated;
inconsistencies would be hidden in the model estimated during calibration procedure. We have
developed an experimental setup for 3D eye tracking basefidutial markers, whose positions are
estimated using computer vision techniques. This allows us to map points in 3D space to pupil positions
and, thus, test the straigHine hypothesis. In the experiment, we test both monocular and binocular
viewing comlitions. Preliminary results suggest that a) the monocular condition is consistent with the
straightline hypothesis and b) binocular viewing shows disparity under the monocular straight line
model. This implies that binocular calibration is unsuitableeperiments about vergence. Further
analysis is developing a consistent model of binocular viewing.

Using Priors to Compensate Geometrical Problems in Hyaminted Eye

Trackers
Fabricio B. NarcizaZzaheer AhmedDan W. Hansen
IT University of Copenhagen, Denmark
narcizo@itu.dk

The use of additional information (a.k.a. priors) to help the eye tracking process is presented as an
alternative b compensate classical geometrical problems in hemdinted eye trackers. Priors can be
obtained from several distinct sources, such as: sensors to collect information related to distance,
location, luminance, movement, speed; information extracted disedtlom the scene camera;
calibration of video capture devices and other components of the eye tracker; information collected
from a totally controlled environment; among others. Thus, priors are used to improve the robustness
of eye tracking in real appétions, for example, (1) If the distance between the subject and the viewed
GFNBSG A& 1y2éyr Al A& LR&aaArotsS G2 SadAYF(GS &dzmeSs
depth and suffers influence of parallax error; and (2) if the tridimensiangular rotation is known, it

is possible to compensate the error induced by the head rotations using linear regression. Experiments
with simulated eye tracking data and in real scenarios of elite sports have been showing that the use of
priors to supportthe eye tracking systems help produce more accurate and precise gaze estimation
specially for uncalibrated heagiounted setups.
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The development and validation of a higépeed stereoscopic eye tracker
Annemiek D. BarsingerhofnNienke Boonstré?, Jeroen Goossehs
Radboud University Medical Centre Nijmegen, Donders Institute for Brain, Cognition and Behaviour,
Department of Cognitive Neuroscience, biophysics section, Nijmegen, Netherlands;
2Bartiméus, Institute for the Visually Impaired, Zeléetherlands
A.Barsingerhorn@donders.ru.nl

Traditional videebased eye trackers require subjects to perform an individual calibration procedure,
which involves the fixation of multiple points orsareen. However, certain participants (e.g., people
with oculomotor and/or visual problems or infants) are unable to perform this task reliably. Previous
g2N)] Kla akKz2gy GKIFG gAGK Gg2 OFYSNra 2yS Oy
directly. Consequently, only one calibration point is needed to determine the deviation between the
§e80a 2LIAOFE YR @Aadz f -traEkeravdichzah traRkSaiiSelyed aISIRO &
Hz for eccentricities up to 20° with two USB 3.0 camerdsham infrared light sources. A user interface
allows online monitoring and threshold adjustments of the pupil and corneal reflections. We validated
the tracker by collecting eye movement data from healthy subjects, and compared this data to eye
movement ecords obtained simultaneously with an Eyelink 1000 plus. The results demonstrate that
the two-dimensional accuracy of our system is better than 1°, allowing for at least £5 cm head motion.
The average discrepancy with the Eyelink was <1°. We concludeuhatereo eye tracker is a valid
instrument, especially in settings where individual calibration is challenging.

Thematic Session: Reading: Predictive and high level processing
Room 4(HS 26 1.13.65)

Beyond cloze probability: Semantic and syntacticeview effects in reading
Aaron Veldre Sally Andrews
University of Sydney, Australia
aaron.veldre@sydney.edu.au

Theories of eye movement control in readiagsume that early oculomotor decisions are determined
08 I $2NRQ& FTNBljdzSyoOe FyR Oft21S LINRoloAfAGRD
are sensitive to the contextual plausibility of an upcoming word: fiests fixation probability and
duration are reduced when the parafoveal preview is a plausible, but unpredictable, word relative to
an implausible word. The present study sought to establish whether the source of this effect is
sensitivity to violations of syntactic rules. The gapatingent boundary paradigm was used to
compare plausible previews to semantically anomalous previews that either matched or mismatched
the word class of the target. Results showed that semantic plausibility was the primary driver of the
plausibility previeweffect. However, there was an additional benefit from previewing a syntactically
valid word that emerged later in the time course, providing direct evidence of parafoveal syntactic
processing in reading. These results highlight the limitations of relyingoze probability as an index

of contextual predictability. It is argued that the data are consistent with recent probabilistic accounts
of language comprehension.
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Victoria A.McGowan Sarah J. WhiteKayleigh L. WarringtorKevin B. Paterson

University of Leicester, United Kingdom
vm88@le.ac.uk

Older adults (aged 65+ years) are typically poorer readers than their younger counterparts (egfed 18
years) and so read more slowly, make more and longer fixations, and make more regressions. But older
readers are also more likely to skgpst words and so generally move their eyes further forward in the
GSEl® /2yaSldsSyidftes Al KIFIa 0SSy FNHddSR GKIFG 2fRS
identities of upcoming words using partial word information (Rayner et al., 2006), suhds yet to be
directly examined. Accordingly, three experiments are presented. Experiments 1 and 2 manipulated
target word predictability to examine whether older adults use contextual information to inform these
risky decisions. For older adults in bagxperiments predictability modulated both first pass reading
times and the likelihood of skipping. Experiment 3 examined whether older readers use partial word
information to guess the identities of upcoming words by using the boundary paradigm to nieeipu
parafoveal preview information. The results indicate that older adults make risky decisions to skip
words even when little useful parafoveal information is available. Implications for understanding how
the oculomotor processes underlying reading affeeted by older age will be discussed.

Benchmarking rgram, topics and recurrent neural network models in

predicting word cloze completion and eye movement variance
Markus J. Hofmanh Chris Biemanh Steffen Remus Ralph Radach
1General andiological Psychology, University of Wupper@érmany
2Language Technology, University of Hamb@grmany
mhofmann@uniwuppertal.de

To benchmark several computational linguistics models of langirageedicting cloze completion
probabilities (CCPs), singdlgation durations (SFDs) and N400 amplitudes, we used -liésnel
regressions on the Potsdam Sentence Corpus (Hofmann, Biemann, & Remus, in press*). We found that
the syntactic and shoftange semantic processes of-gram models and recurrent neural networks
performed about equally well when directly accounting for CCPs, N400s and SFDs. In contrast, a topics
model accounted for a relatively low amount of variance on CCPs and the N400. For SFvsrhow
topic models accounted for more variance, suggesting that-lamge semantics may play a somewhat
greater role in this early and successful word recognition process. When comparing all three language
models together against a classic @2Bed apprb OK (1 2 { Cfox kestsfravaaleSihabtie NJ
language models outperform CCPs. In ongoing research we are extending this work tEwebrd
analyses applying linear mixed effects models to a variety of oculomotor measures such as fixation
probabiliies, first fixation and gaze durations, as well as on total viewing times. Results shed light on
mechanisms mediating short and long range influences of linguistic processing on eye movement
control in reading.
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Predictive processing is key for readingn evaluation of a visual information

optimization model with eye movements in reading
Benjamin GagdP, Christian Fiebact??
1Goethe Universtiy Frankfurt, Germany;
2Center for Individual Development and Adaptive Education of Children at Risk (Hpe#Kfurt am
Main, Germany;
3Max Planck Institute for Empirical Aesthetics, Germany
gagl@psych.urfrankfurt.de

How do we process visual information in reading? We propose a visual informapiimization
process that "explains away", in the sense of predictive coding, redundant visual information of script.
This is realized by an imagased subtraction of a prediction, including the redundant visual
information based on a lexicon from a preged word. The result of this computation is a prediction
error (PE) that represents the specific visual information of a word. By now we could show, in single
word presentations, that the PE relates to lexidatision behavior and early brain activatiam
occipital regions. Here we evaluate the PE in natural sentence reading (N=82) usimgaraents.

PE showed an effect on skipping rates, first fixation and gaze durationgdibigh PE: increase in
skipping and decrease of reading times). Furtherm®e interacted with word frequency but not with
context predictability. This evidence indicates that information optimization is also implemented in
natural reading, possibly already in parafoveal vision (i.e. skipping effect). The interaction pattern
(higher PE effect for seldom words) reflects that the PE information is relevant especially for lexical
access of seldom words. Thus, we conclude that visual information optimization is central not only in
artificial but also natural reading contexts.

The piocessing of bounded and unbounded negated representations during

reading: An eyemovement investigation
Lewis T. JayésHazel I. Blythg Kevin B. PatersdnSimon P. Liversedge
University of Southampton, United Kingdom;
2University of Leicestet)nited Kingdom
L.Jayes@soton.ac.uk

Measures of eye movements during reading have been shown to be sensitive to factors affecting the
semantic interpretation of sentences during reading. We investigated theein€e of bounded and
unbounded expressions on eye movements during reading. Bounded expressions, when negated, mus
be interpreted as their antonym (not dead=alive). By comparison unbounded expressions possess &
scalar ontology so, when negated, are amioigs (not wide does not equal narrow). Participants read
passages with two statements from characters describing bounded/unbounded entities (Experiment
1). The two accounts were either: repetition (not deadt dead), contradiction (not deaghot alive) or
complementary (alivenot dead). The unbounded contradictory condition disrupted reading less than
bounded equivalents. Furthermore, unbounded complementary passages were more difficult to
interpret than bounded equivalents. In Experiment 2, we found theitmh of congruent connectives
facilitated the integration of unbounded negation later than it facilitated bounded negation. In
Experiment 3, we explored the nature of unbounded representations. The findings show eye
movements and reading can be used tetetct subtle semantic effects, such as boundedness. The
findings provide the first demonstration of boundedness effects on eye movements in reading,
suggesting representations of bounded entities are categorically discrete, whilst representations of
unbourded entities are continuous.
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Using eye tracking to "figure out" how verparticle constructions are

understood during L1 and L2 reading
Mehrgol Ti, Laura Gonnermah Veronica Whitford?, Deanna Frieseh Debra Jaret) Debra
Titone!
McGill UniversityCanada;
2Massachusetts Institute of Technology, United States of America;
SHarvard University, United States of America;
“Western University of Ontario, Canada

mehrgoltiv@gmail.com

Verb-particle constructions (VPCs) vary in form (chew out the boss, chew the boss out) and semantic
transparency of their component words (chew out vs. eat up). Thus, like idioms (Titone et al., 2015),
VPCs are difficult for secoddnguage (L2) speakers (Blais & Gonraar, 2013). We used eyteacking

to investigate adult bilingual reading of sentences having adjacent VPCs (chew out the boss), split VPCs
(chew the boss out), or jumbled VPCs (out the boss chew), in the first language (L1) or L2. In L1 and L2
reading, gazeurations (GDs) in the VPC region were comparable for adjacent and split VPCs, but longer
for jumbled VPCs. However, L1 readers had shorter-W&& GDs for adjacent vs. split VPCs as their
form frequency increased, suggesting that comprehension wastéed by L1 memory retrieval. In
contrast, for L2 readers, increased VPC frequency led to longeMRBtGDs for adjacent vs. split VPCs,
particularly when the verb was semantically related to the VPC (eat up), suggesting that slower
semantic integratiorprocesses were necessary for L2 comprehension. Thus, like idioms, L1 readers
have robust VPC representations that are directly retrieved during comprehension, whereas L2 readers
use ondemand semantic integration processes to overcome weaker VPC repatisast

Wednesday, August 28 13.30- 15.30

Symposium: Microsaccades: Modeling, Analysis, and Synthesis
Room1(HS 14 M.10.12)

Dynamic Modeling of Fixational Eye Movements: The Role of Neural Delays
Ralf EngbertCarl J. J. Herrmann, Ralf Metzler
Universitat Potsdam, Germany
ralf.engbert@unipotsdam.de

Fixational eye movements (FEM) serve an inherent tradeoff by (i) shifting the rietinge across
photoreceptors to prevent visual fading and, at the same time, by (ii) keeping the gaze in a confined
area. In our reanalysis of FEM data we found oscillations in the mean square displacement of
experimental eyeposition data. These oscillatis clearly manifest in the displacement auto
correlation function and are almost not affected by a removal of microsaccades (i.e., the fastest
component of FEM). These results are compatible with the view that the slow component of FEM
(physiological drfj is controlled by a time delayef@edback loop. Motivated by these experimental
findings, we discuss different physiologically plausible mechanisms of a time delay within the
theoretical framework of an existing integrative model of FEM. It turns outtihee-delayed updating

of fixation position is essential to generate oscillations in the correlation functions of simulated data.
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Saliency and Surprise Revealed by Microsaccades
Yoram S. Bonnéeh Uri Polat, Misha Tsodyk’ Yael Adini
1Barllan University, Israel;
2The Weizmann Inst. of Science, Israel;
SInstitute for Vision Research, Kiron, Israel
yoram.bonneh@gmail.com

Although microsaccades and eénks appear stochastic and arbitrary, thegve been extensively
linked with cognitive processes and attention. In this talk, | will present evidence that links
microsaccades and spontaneous éylimks to a general "oculomotor inhibition" mechanism that
presumably turnoff oculomotor events whilgrocessing previous stimuli. | will show that the time
course of this inhibition could be used as a proxy for the ténarse of processing sensory events,
providing precise measures for perceptual saliency and surprise without explicit behavior. ovélall

us to measure the effect of sensory saliency (visual contrast and spatialfrequency) as well as contras
sensitivity in passive viewing, by just looking at the onset times of microsaccades ahlinége with

faster release of inhibition found for mersalient stimuli (Bonneh et al. JOV 2015,2016). In contrast,
we find longer inhibition for "surprise” in the identity as well as time of items in sequences presented
in passive viewing. | will show that the tirseurse of this oculomotor inhibition depesan the history

of preceding events in a precise manner that could be explained by a simple quantitative model that
computes the likelihood of future events based on the recent past, assuming longer inhibition for higher
prediction error (surprise).

Evduating Microsaccades for Cognitive Load Measurement
Krzysztof Krejtz, 1zabela Krejtz Andrew DuchowsKj Cezary Biefe Anna Niedzielska
ISWPS University of Social Sciences and Humanities, Poland;
2Clemson Universitygnited States of America;
3National Information Processing Instityteoland
kkrejtz@swps.edu.pl

We compare and contrast eye tracking metrics for suitability as indicators of cognitive load. Three
metrics are tested, thought to be inflmced by task difficulty: (1) the change in pupil diameter with
respect to inter or intra-trial baseline, (2) the frequency of pupil diameter oscillation, and (3) the rate
FYyR YIF3IyAddzZRS 2F YAONRAI OO RSad wS LY, pabicipaits/ 3 {
performed easy and difficult mental arithmetic tasks while fixating a central target (a requirement for
replication of prior work). The pupillometric indicator based on the frequency of pupil diameter
oscillation implements a revised versich¥ al NAKI ff Qa oéwnnn0 LYRSE
aAONRal OOFRS RSGSOGA2ZzYy F2fft26a 9y3IOoSNI yR Y
Research EyeLink 1000 eye tracker was used for eye movement recording at 500 Hidalcteainge

in pupil diameter and microsaccade magnitude appear to adequately discriminate task difficulty.
Results corroborate previous work concerning microsaccade magnitude and extend this work by
comparing microsaccade metrics with pupillometric measures.
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Microsaccades of ADHD Patients during Facial Affect Recognition
Nina A. Gehrel; Michael Schénenbefg Krzysztof Krejtz Andrew T. Duchowski
University of Tuebingen, Germany;
2SWPS University of Social Sciences & Humanities, Poland;
SClemsoriJniversity, United States of America
nina.gehrer@untuebingen.de

Key symptoms of attention deficit hyperactivity disorder (ADHD) include marked difficulty to sustain
attention, enhancedlistractibility, impulsive and hyperactive behavior. Thus far, only one study has
explored microsaccades in adult ADHD patients while performing a continuous performance test (Fried
et al., 2014). The aim of the present study was to replicate and exteeid finding of deviations in
microsaccade parameters linked to attention deficit disorders while viewing emotional facial stimuli.
We recorded the eye movements of 21 ADHD patients and 21 matched healthy controls with an EyeLink
1000 eye tracker from SR$&arch at a sampling rate of 500 Hz. We examined microsaccade magnitude
and rate while participants visually inspected the emotional face stimuli.ADHD patients showed a
higher microsaccade rate according to a deficit in inhibitory oculomotor control, stipgdindings of

Fried et al. (2014). Results also suggest an increase in microsaccade magnitude with cognitive load while
judging emotional faces, extending the results of Siegenthaler et al. (2014).

Microsaccades during Visual Search of Gaussian Trerra
Wdza G & y I WeandrdvdaNbughiski
1SWPS University of Social Sciences & Humanities, Poland;
2Clemson University, United States of America
jzurawska@st.swps.edu.pl

We analyze microsaccadBsdzNA y3 @A adz f &S NDOKI gKAOK ¢S | addzy$
threed G 3S Y2RSt 2F O23yAGAGS LINROSaaAy3dYy aSkNDOK Ib
cognitive load during the decisiemaking aspect of the task. To find decisimaking peiods, we apply

our metric (Krejtz et al. 2016) used to distinguish focal and ambient fixations. We compare and contrast
microsaccade magnitude and rate with during visual search of Gaussian terrain. Participants were asked

to locate an elevated terrain &¢ure embedded in a (Gaussian) surface. The experimental design was a
repeated measures factorial design with terrain feature serving as the fixed factor at three levels: low,

mid, and high elevation. Our assumption was that these elevations would rasifyh, mid, and low

levels of search difficulty, respectively. Analysis of suggests a greater proportion of focal fixations in the

high elevation conditions versus the control condition, especially during the latter stages of inspection.

In all conditionZ ~ Q &crodsiBgNileely suggests transition from search to decisiaking. We discuss
microsaccade characteristics within this experimental paradigm.
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Perception of Synthesized Microsaccadic Jitter
Andrew Duchowski, Sophie Jorg Krzysztof Krejtz
1Clemson University, United States of America;
2SWPS University of Social Sciences & Humanities, Poland
duchowski@clemson.edu

Eye movements are an essential part of n@tbal behavior, especially whetepicting the eyes of
avatars or synthetic actors, e.g., in games or film. We have developed a procedural (stochastic) mode
designed to synthesize the subtleties of eye motion. The main sequence gives a plausible range o
durations and corresponding eyebaotations that are intuitively understood: the larger the eye
rotation, the more time required to rotate the eye. The main sequence only describes the duration of
movement between fixation points. Fixations can be specified artificially as look peéugsenced by

an animator, or captured by an eye tracker. Given a sequence of fixations, the next task is to simulate
realistic motion by modeling microsaccadic eye gaze jitter via pink noise. In a series of perceptual two
alternative forcedchoice (2AFC)x@eriments we explored the perceived naturalness of different
parameters of pink noise by comparing synthesized motions to the rendered motion of recorded eye
movements. Our results showed that, on average, animations based on a procedural model with pink
noise were perceived and evaluated as highly natural.

Thematic Session: Saccade control and fixational activity
Room 2(HS 32 K.11.23)

Rapid updating of spatial working memory across saccades
Artem V. Belopolsky, Paul J. Booh Silvia Zerfi JanTheeuwe$
Wrije Universiteit Amsterdam, Netherlands;
2University of Nottingham
artem.belopolsky@gmail.com

Each time we make an eye movement positions of objects on the retina change. In order todatep

of relevant objects their positions have to be updated. The situation becomes even more complex if
the object is no longer present in the world and has to be held in memory. In the present study we used
saccadic curvature to investigate the timeurse of updating of the memorized location across
saccades. Previous studies have shown that a memorized location competes with a saccade target fo
selection on the oculomotor map, which leads to saccades curving away from it. In our study
participants perbrmed a sequence of two saccades while keeping a location in memory. The trajectory
of the second saccade was used to measure when the memorized location was updated after the first
saccade. The results showed that the memorized location was rapidly upeate the eyes curving

away from its spatial coordinates within 150 ms after the first eye movement. Thedouese of
updating was comparable to the updating of an exogenously attended location (Jonikaitis & Belopolsky,
2014), but depended on how weli¢ location was memorized.
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Perceptual continuity across saccades: evidence for rapid spatiotopic updating
Jasper H. FabidsAlessio Fracas$6? Stefan Van der Stigchel
1Utrecht University, Netherlanddtniversity Medical Center Utrecht, Netherland&jniversity of
Amsterdam, Netherlands,
j-h.fabius@uu.nl

The retinotopic organization of visual information is shifted with each saccade. Yet, we experience a
continuous stream of visual information. The discrepancy between the disrupted retinotopic
organization and apparent perceptual continuity of visual information has been studied for centuries.

It is still debated whether perceptual continuity across saccadéusory, or whether retinotopic
information is updated across saccades. Recent studies provided considerable evidence in favour of
spatiotopic updating. Importantly, these studies showed that the bupdof spatiotopic coding takes

up to 500 ms, plus saade latency. Here, we challenge this view by showing that spatiotopic updating
occurs within saccade latency. In our experiments, we used the High Phi illusion, where the random
texture of a slowly rotating annulus is replaced with four different randemtures. Even though the
textures are not correlated, the slow rotation induces a strong percept of a large backward jump upon
changing the textures. We showed that the illusory backward jump can be induced spatiotopically, and
crucially that this updatig can be detected even when the presaccadic inducer interval is as short as
the saccade latency. These results provide evidence for rapid spatiotopic updating across saccades in
much shorter regime than previously assumed.

Spatiotemporal dynamics and tagogical network characteristics of the

fixation-related EEG lambda activity
Andrey R. NikolaevMarcello GianninjHossein SeidkhanRadha N. Meghanatharbavid
Alexander Cees van Leeuwen
KU Leuven University of Leuven, Belgium
Andrey.Nikolaev@kuleuven.be

Lambda activity is the mogrominent and robust brain response occurring at each eye fixation. Known
from the early 1950s, it is a widely used indicator of early visual processing in perceptual and cognitive
research. In a series of studies we explored the wiwien dynamical proerties of the lambda activity,

as well as the functional connectivity networks arising in the lambda interval. We simultaneously
recorded EEG and eye movement while participants engaged in unrestricted visual exploration of a
display. Analyzing the spatigsmooth phase gradient over the scalp we found that the lambda activity
has the spatiotemporal properties of a travelling wave. Next, we compared the functional connectivity
networks in the lambda interval between encoding and retrieval stages in a cechbisual search
change detection task. In the frequency range of the lambda activity, we observed differences between
the two stages for several netwotkpological measures, such as mean path length, radius, diameter,
closeness and eccentricity, indiggd that encoding involves a more segregated mode of operation than
retrieval. We concluded that lambda activity, representing early visual processing at fixation, is
organized globally, and configured according to perceptual task requirements.
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Microsaccade features and microsaccadelated alphasynchronization across
the life span
Ying GapBernhard Sabel
Otto von Guericke University of Magdeburg, Germany
ying.ga@med.ovgu.de

Microsaccades play a significant role in normal vision and are altered in different ophthalmological and
neurological diseases. Since these diseases often occur in the elderly population, it is crucial to know i
microsaccades aragedependent. Yet, no study of microsaccades features across the life span is
available. The present study aims to fill in this blank with a thorough description of microsaccades and
microsaccadeelated cortical synchronization in different age groupsghHesolution eyetracking

data were recorded from 19 young subjects @8years), 17 middiaged subjects (355 years) and

18 elderly subjects (587 years) during a fixation task. We assessed the microsaccade features,
microsaccadic lambda response I(R) and microsaccade induced alpha band synchronization with
dense array EEG. We discovered that in all three age groups, binocular microsaccade percentage
microsaccade rate, amplitude, velocity, duration, horizontal and vertical binocular disconjubecy, t
latency and amplitude of MLR were comparable. Alpha waves resynchronized in occipital region with
the microsaccades where the microsaccadiated spectral perturbation and interial coherence

within alpha band were similar among three groups. Oullifigs suggest wefireserved microsaccade
generation in aging and provide reference for future studies.

Unifying micro and macresaccades with a space dependent, stochastic
threshold

Geoffrey Megardon Aline Bompas
CARDIFF UNIVERSITY, United Kingdom
geoffrey.megardon@gmail.com

It was long thought that peripheral stimuli generate a competition between a saccadic system (i.e., go)
and a fixational systerti.e., no go), that were identified, respectively, as the caudal and the rostral part

of Superior Colliculus (SC). This strong dichotomy was challenged by the study of fixational eye
movements. These contain miciol OO RSa (G KI G KI FBacoa YOOI RBE &INEP L]
controlled by the rostral part of the SC. Hence, the rostaadal axis would code for a continuum of
saccade amplitudes. However, computational models fail in finding a mechanism that can initiate both
micro and macresaccades fronthe same motor map. Paradoxically, miegaccades are mostly
spontaneous and rare events while maeyaccades can be triggered quickly and reflexively by stimulus
onset. Using a dynamic neural field, we introduced variability with a stochastic threshatlder than

a noisy input with fixed threshold. That allowed us to control precisely the probability of saccade
initiation against the neural activity. Furthermore, our initiation threshold decreased exponentially with
saccade eccentricity. These additiocreated a spatially inhomogeneous variability in saccade initiation
across the motor map. The rostral part could trigger rarely small saccades while the caudal part could
still generate fast saccadic responses to peripheral stimuli.
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The relationshipbetween visual sampling and hippocampal activity in younger

and older adults
Jennifer D. Ryat?,ZhongXu Lid, Kelly Sheh Rosanna K. Olséd
!Rotman Research Institute, Canadélagpartment of Psychology, University of Toronto
jryan@research.baycrest.org

Visual information is accumulated through eye movements, and incorporated into coherent memory
representations via function of the medial temporal lobe system, includinghibpocampus. The
hippocampus and the oculomotor network are anatomically connected through an extensive set of
polysynaptic pathways. However, whether visual sampling behaviour is related to hippocampal
responses during encoding has not been directly ddin human neuroimaging. Also unknown is
whether such arelationship changes during aging, presumably due tredaged declines in the medial
temporal lobe structure/function. Here, younger and older adults engaged in a face processing task
while brainresponses (fMRI) and eye movements were simultaneously monitored. In younger adults,
increased numbers of gaze fixations were significantly correlated with stronger hippocampal activation
during viewing of novel, but not repeated, faces. Increases indxatduring viewing of novel faces led

to larger repetitionrelated suppression in the hippocampus, suggestive of the ongoing development
of lasting representations. By contrast, older adults made more gaze fixations than younger adults, but
showed only wak modulations of hippocampal activation by gaze fixations. These results provide novel
empirical support for the idea that visual exploration and hippocampal binding processes are inherently
linked, and that such an exploratidsinding link is altered wit aging.

Thematic Session: Eyteacking in the educational context
Room 3(HS 28 1.13.71)

A tool to assist teachers to determine if learners apply the divisibility rules

correctly
Pieter Potgietet, Pieter Blignaut
Central University ofechnology, South Africa;
2University of the Free State, South Africa
blignautpj@ufs.ac.za

Divisibility rules make it easy to determine if a mudliggit number is divisible by a divisor by inspecting

only the relevant digits of the dividend. Knowing the divisibility rules will assist learners to simplify
mathematical operations such as factorisation, addition of fractions and identification of prime
YdzYo SNE ® [ SINYySNEQ 3T S @bikdif@yetbackiNg carSndiBate vyl a G A 3| G
they applied the divisibility rules correctly when they correctly indicated if a dividend is divisible by a
specific single digit divisor. A ppost experiment design was used to investigate the effect of @visi

on gaze behaviour before and after revision of divisibility rules. The study suggests that if teachers have
F00Saa G2 tSFNYSNEQ FyasgSNES Y20A@FGA2ya F2NJ GKS
if learners (i) guessed the answers,gpplied the divisibility rules correctly, (iii) applied the divisibility

rules correctly but made mental calculation errors, or (iv) applied the divisibility rules incorrectly. It was

also found that revision did not have a significant impact on the pesgmof fixation time per digit

for learners who provided the correct answer and motivation before or after revision but that the

divisor affected gaze behaviour significantly.
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Using Eye€Tracking to Measure Strategies of Comparing the Numerical Values of

Fractions
Andreas Obersteiner
University of Education Freiburg, Germany
andreas.obersteiner@pfreiburg.de

Research suggests that educated adults adapt thieategies for comparing the numerical values of
fractions to the type of comparison problem. They use component strategies that do not rely on the
fraction magnitudes (e.g., 5/7>2/7 because 5>2), or holistic strategies that do rely on the fraction
magnitudes. These results were largely based on verbakrepbirts and reaction times. Because these
methods are not always reliable measures of strategy use, we usedragldng to investigate
YEGKSYFGAOFtt@ &1Aff SR | Rdz oledtedd preliold rés€atch dhaimpley’ 1
fraction comparison, we used a highly controlled set of more complex fractions withdigio
components. We were interested in how often the participants fixated on and alternated between
specific fraction componentdn line with previous studies, our data suggest that the participants
preferred componential over holistic strategies for fraction pairs with common numerators or common
denominators. Conversely, they preferred holistic over componential strategies fotidinapairs
without common components. Our results support the assumption that mathematically skilled adults
adapt their strategies to the type of fraction pair even in complex fraction comparison. This study also
suggests that eyracking is a promisingnethod for measuring strategy use in solving fraction
problems.

'RFELIGAY 3 AYyaidNdHzOdGAz2y G2 €SFNYSNERQ 3t
system support learning?
Anne Schueléey Marie-Christin Krebg Thérése F. Ederkatharina Scheitér
L eibnizInstitut fur Wissensmedien, Germany;
2Universitat Tubingen, Germany
a.schueler@iwmuebingen.de

Itis a weHestablished finding that presenting multimedia materials (i.e.,4gkture combinationsgan
support learning. However, regardless of the effectiveness of multimedia instructions in general, some
learners have difficulties to adequately process multimedia materials. To support these learners, an
adaptive multimedia system was developed, whimovides personalized, jugib-time instructional
AdzLILR NI @ ¢2 R2 &2 GKS a2adsSy Y2yAdlG2NB YR |yl
0KS tSINYSNEQ SeS Y20SYSyidaod tdNAdzZd yi 2 GKSE&
receive instructional support. In the reported experiment (N = 58) we investigated whether the
adaptive multimedia system supports learners in processing multimedia material and whether it is
beneficial for learning. We compared two groups: Learners in tpegmental group received adaptive
instructional support based on their individual gaze behavior, whereas the control group received no
instructional support. After learning all participants completed a posttest. Results indicated an
interaction between pior knowledge and experimental condition: Learners with higher prior
knowledge showed better performance when learning with the adaptive system. Learners with lower
prior knowledge, however, performed significantly worse when learning with the adaptitensys
compared to the control group. Implications for the use of an adaptive multimedia system for individual
support are discussed.
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The effects of conceptual and perceptual difficulty on processing and

engagement in text during reading and learning
Alexarder Strukel}, Marcus Nystrom, Kenneth Holmqvist
1Centre for Languages and Literature, Lund University, Sweden;
2Humanities Lab, Lund University, Sweden
alexander.strukelj@englund.lu.se

Toinvestigate how conceptual and perceptual difficulty affects reading and learning, threeaekéng
experiments were conducted. Subtle lepass filtering was used as the perceptual difficulty
manipulation, learning was measured after 25 minutes, and warknemory capacity (WMC) was
assessed. When comparing the perceptually difficult text with the control condition, appropriate
conceptual difficulty resulted in a shift from shorter to longer total reading times on words (Experiment
1), high conceptual ditulty resulted in shorter total reading times during the entire text (Experiment
2), and low conceptual difficulty resulted in longer total reading times during the entire text
(Experiment 3). This suggests that conceptual difficulty interacts with parakdifficulty and affects
processing. Learning outcomes were unaffected by the perceptual manipulation in all experiments, but
WMC predicted learning outcomes in Experiment 1, agreeing with previous research. In Experiment 2,
participants with lower WM@erformed significantly worse compared to participants with higher WMC
for the perceptually difficult text only, with longer first fixation durations also observed. This suggests
that the high cognitive load from the perceptual and conceptual difficultias too large to counteract.

In Experiment 3, WMC did not predict learning outcomes, likely because the conceptual difficulty of the
text was inappropriately low.

How are processing strategies reflected in the eyes? Triangulating results from

self-reports and eye tracking
Leen CatrysseDavid GijbelsVincent Donche
University of Antwerp, Belgium
leen.catrysse@uantwerpen.be

This papesstarts from the observation that research in which online process tracking measures, that
do not include selfeports, are adopted to uncover differences in students' processing strategies is
currently lacking within the Student Approaches to Learning.Y8&ld. In this study, we therefore used

eye tracking in combination with selport measures to operationalize and triangulate processing
strategies. Fortywo volunteers, with different general preferences towards processing strategies,
were purposefliselected for the eydracking experiment. Students were asked to study three short
expository texts (+ 400 words) on positive psychology. Generalized linear mixed effects models were
applied with random effects for students and sentences and fixed efféart scores on processing
strategies and the type of sentence (key, facts and other sentences). Results indicated that scoring
higher on surface processing resulted in a longer first pass fixation duration. In addition, an interaction
effect was found beween surface processing and type of sentence. Scoring higher on surface
processing resulted in a lower first pass fixation duration of key sentences and other sentences in
comparison with factual sentences. With regard to the second pass fixation duratidriook back
fixation duration, no effects of processing strategy or sentence type were found.
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Halszka JarodzR4, Liesbeth Meijet, Sharisse Van Driel
10pen University oNetherlands, Netherlands;
2The Humanities Lab, Lund University, Sweden
Halszka.Jarodzka@OU.nl

Classrooms are complex, informatiaoh and dynamic environments that require plenty cognitive and
attentional resources from teachers to manage them. Nowadays, pupils often bring mobile devices to
school, which complicates classroom management even more. With this study, we investigated how
experienced teachers perceive and interpret such scenarios by meanseofragking and verbal
protocols. 14 teachers (7 female; 356 years old; 6 30 years of experience) watched four videos of
classroom lessons. In two videos pupils were allowed to use mobile devices and in two other videos,
this was forbidden. Prelimingmresults from verbal protocols indicate that teachers mainly focused on
GKSGKSNI LidzLoAf & 6SNB LI eéAay3a FaGaSydazy |yR LI NI
RSOAOSQ OARS2a (SIHOKSNAR ONRGAOA & Sdet laptépS andzhey 2 F
AYTtdzSy 0SS 2y LldzLAft ad t NBEAYAYLFENER SeS8 (NI OlAy3
Y2YAG2N) Y2NB G(GKS LidzZloat aQ GlotSa FyR £SIENYyAyS3
allowed (revisits) and spentded G AYS t221Ay3 4 LdzAataqQ FIF0Sa
FAYRAY3Ia aKz2¢g K2g GKS dzas§ 2F Y20AfS RSGOAOSHE
interpretations of classrooms.

Thematic Session: Reading: Individual differences
Room 4(HS26-1.13.65)

Effects of individual language skills on phonological coding during skilled

reading: Evidence from survival analyses of eye movement data
Mallorie Leinenger
Denison University, United States of America
leinengerm@denison.edu

2 KSy NBFRAy3IZ G(KS YSIyAay3da 2F g2NRa OlFly o6S at
formscan be recoded into phonological codes that are used to acoessing.According to PDP
models (Harm & Seidenberg, 2004), these routes work in parallel to mutually inform semantic
activation, but the relative contributions of each route can vary. The current study investigated whether
differential reliance on these routesvarS & | & | Fdzy OliAz2y 2F | 3IA@BSYy
Subjects completed language assessments and read sentences containing correct (sensible) targe
words or anomalous words (phonologically related or orthographigaliyched controls) whilehteir

eye movements were recorded. Survival analyses of first fixation durations on the phonologically
related and control words were conducted to determine how early each individual reader generated
phonological codes. Results revealed that readers witttelbgohonemic decoding skills generated
phonological codes more rapidly. Furthermore, the rapidity with which a given reader generated
phonological codes was more predictive of word identification speed among two groups: skilled
phonemic decoders and reade with lower general reading skill, suggesting that the processes
3320AFGSR 6AGK 62NR ARSYUGAFAOIGAZ2Y OFy 0S5 IR
maximizing the efficiency of word identification.
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Individual differences anatontext properties affect word learning
Victor Kuperman Bryor Snefjella
McMaster University, Canada
vickup@mcmaster.ca

Literature shows that eyenovements tonovel words become more efficient with every exposure to
those words (Joseph et al., 2014), and the quality of context can modulate the facilitation. We asked
how individual variability in statistical learning and other abilities affects both the onlineegss of

word learning (e.g., eymovements) and its outcome (measured through orthographic choice and
definition tests). Snefjella and Kuperman (2016) further predicted that novel words are learned better
in positive rather than neutral or negative contexA sample of (currently) 22 readers were 45acked

while they each read 9 novel words appearing in 5 contexts each: novel words and context emotionality
were counterbalanced. Participants completed a battery of tasks measuring memory retention with a
one-week interval. Mixeeeffects models showed that better spellers have a strong learning advantage
(shorter fixation durations) at initial (3) but not later exposures {8). We also found that positive
contexts and novel words in them are read withrsiigantly less effort, but this advantage does not
lead to a longerm memorization benefit. We discuss our findings in light of the Lexical Quality
hypothesis, and identify strategies of word learning as a function of both context properties and
individual abilities of the reader.

Using LatentGrowth-Curvea 2 RSt & (2 9EI Yinsmen&K A f RNB Yy |

During Reading as Individual Difference Variables in Development
Christopher J. Lonigdr, Ralph Radach Christian Vorstius
'Florida State Universitynited States of America;
2University of WuppertalGermany
3Florida Center for Reading Researdmited States of America
lonigan@psy.fsu.edu

This study examined intrand interindividual differences imgeNBf | § SR RS @St 2 LIYSy G A
eyemovements during reading. The sample for this study included 369 children (mean age=106.77
months, SD=19.62) initially recruited when they were in the first, third, and fifth grades. Children
participated in eyemovement recording using an EyeLink1000 while they read 48 declarative sentences

in both silent and oratreading conditions in their initial recruitment year and in each of the subsequent

two years (e.g., children initially recruited in 1st grade compleiasdessments in 1st, 2nd, and 3rd

grades). Children also completed standardized measures of-deedding and vocabulary at the time

of recruitment. Latertgrowth-curvemodels were computed for three timbased metrics (i.e., initial

fixation duration, refkation duration, rereading time) on target words (all nouns) in the sentences. All

growth models provided good to excellent fit to the data. As expected, there were mean changes in all
time-based metrics across time, but there was relatively little reéiabtlividual difference in the rate

2F OKIy3aS 20SNJ iAYSd / KAf RNByQa 3Sa yR ad2NBa
but, except for refixation duration, slopes were generally accounted for by intercepts (e.g., children

with longer initid fixation durations decreased more over time) and age.
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CompLex: An eyenovement database of individual differences in the

recognition of morphologically complex words
Daniel Schmidtk& Victor Kupermas
University of Alberta, Canada;
2McMasterUniversity, Canada
schmiddf@mcmaster.ca

Massive online databases containing behavioural responses to visual word comprehension tasks
provide an important proving ground for theories of lexical processing,(Bglota et al., 2007,
Kennedy, 2003, Keuleers et al., 2010, Kliegl et al. 2006). For example, centralized and comprehensiv
visual lexical decision databases are used to advance research on morphological processing. Howeve
there is an absence of suclatasets for morphological research during naturalistic reading. With the
Complex Word Database (CompLex), we present a-Ergle eyenovement study that collected data

on individual differences in English complex word processing. A total of 138 studlergsrecruited

from McMaster University and 45 adult nallege bound individuals were recruited from the local
community in Hamilton, ON, Canada. Participants from both population samples completed a series of
eye tracking experiments in which they readmplex words embedded in sentence contexts. We
present a database for 813 English compound words (e.g., snowman) and 617 English derived word:
(e.g., snowy), comprising eyeovement data, lexical characteristics for all stimuli, and the results of a
battery of skill tests that were administered to participants. The present report describes our
motivation for this project, outlines the methods of data collection, and reports initial analyses of the
results.

ly S@&S Y2@SYSyi ai dzRoeocedsihg: ddividdaR NB y Q
differences in the detection of incongruence during reading
Sarah EilersSimon P. TiffirRichards Sascha Schroeder
Max Planck Institute for Humabevelopment, Germany
eilers@mpibberlin.mpg.de

98S {GNIXOlAy3 Aad AYONBlraAiay3date SyLftz2e8rR +a +y |
The present study aims to better understand thedzii 2 Y 6 AO | yR &GN} G§S3A0
LINEYy2dzy NBazfdziAzyo Ly G2 S&S GNIFOl1Ay3 SELISN
feature mismatches during pronoun processing. In our first experiment, we showed children and adults
twophNI 88 aSyiSyO0Sa tA1S dalE6YOD k aAloFo FTSR
988 GNIXOl1Ay3a YSIadNBa aKz2g¢gSR y2 ljdzfAdlrdrds |
processing. For example, both groups showed longer gaze durationssomatching than matching
pronouns. However, in contrast to the adults, not all fourth graders reported the gender mismatch. In
a second experiment with a sample of 76 children, we replicated earlier results, and found that about
half of the fourth gradersietected the gender mismatch. Successful detection was associated with
shorter overall gaze durations, but increased total reading times. Moreover, children who detected the
mismatch were more likely to make regressions early at the pronoun. We condiatlehildren who

read more fluently use the available resources to immediately repair inconsistencies in text. We discuss
our findings with respect to individual differences in beginning readers.
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Oculomotor control in visual tasks predicts reading sk#@gardless of scanning

direction
Regina Henry; Julie A. Van DykeVictor Kuperma#h?
IMcMaster University, Canada;
2Haskins Laboratories, CT, United States of America
henryr@mcmaster.ca

The current studyinvestigates 1) the visual scanning hypothesis, which posits that control ef eye
movement is part of the underlying link between rapid automatized naming (RAN) and reading; and 2)
the effect that interfering with overlearned features of oculomotor contnak on this relationship. We
recorded eyemovements of 86 undergraduates and 64 rmllegebound young English speaking
adults during the reading of text passages and performance of RAN variations. These variations were
designed to isolate RAN task compeaits including oculomotor control. To investigate 2, participants
were required to perform RAN in the habitual direction of reading (forward RAN) and also backwards:
from right to left and top to bottom. The change in scanning direction did not resuligimfieant
differences in timing, accuracy or variability of saccades. A small increase in viewing times during
backwards RAN in comparison to forwards RAN indicated spatial bias, but only when the grids
contained alphanumeric symbols. This difference diot occur during purely oculomotor RAN
conditions, indicating that it was likely due to a loss of parafoveal preview advantage rather than
oculomotor control. Crucially, participants who were better at oculomotor control were better readers
regardless ofdsk type or scanning direction.
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Wednesday, August 28 17.00- 19.00

Symposium: Insights from Eye Movement Research with Immersive Technologies
Room1(HS 14 M.10.12)

Using Virtual Reality to Assess Ethical Decisions in Road Traffic Scenarios:

Applicability of ValueofLifeBased Models and Influences of Time Pressure
Gordon Pipa
Neuroinformatics, Institute of Cognitive Science, University of Osnapb@Getmany
gpipa@uos.de

Selfdrivingcars are posing a new challenge to our ethics. Previous research has determined a large
variety of factors influencing judgment and behavior in moral dilemmas, evidencing that there is no
ground truth for ethical decisions. We, therefore, used immersiveuai reality to assess ethical
behavior in simulated road traffic scenarios. Participants controlled a virtual car and had to choose
which of two given obstacles they would sacrifice in order to spare the other. We randomly drew
objects from a variety ahanimate objects, animals and humans. Utilizing logistic regression, we show
that simple models based on onedimensional value of life scales are suited to describe human ethical
behavior in these situations. Furthermore, we examined the influence of edirae pressure on the
decisionmaking process. We found that it decreases consistency in the decision patterns, thus providing
an argument for algorithmic decisionmaking in road traffic. This study demonstrates the suitability of
virtual reality for the asessment of ethical behavior in humans, delivering consistent results across
subjects, while closely matching the experimental settings to the real world scenarios in question.

A Virtual reality setup for intensive care unit patients while applying coolied

visual and acoustic stimulation
Stephan Gerbér
Gerontechnology & Rehabilitation Group, University of Bern, Switzerland
stephan.gerber@artorg.unibe.ch

Around 70% of patients in the intensiware unit (ICU) suffer lorgrm functional deficits after
prolonged stay in the ICU, resulting in a reduction of quality of life after discharge. It is assumed that
the noisy and stressful ICU environment leads to both stimulus habituation and deprirapiatients

which in turn causes cognitive impairment. The aim of the study was to measure the effect of audio
visual virtual reality (VR) stimulation on eye movement and physiological data in healthy subjects in an
ICU setting. The VR setting consistéd deadmounted display in combination with an eye tracker to
measure eye movements and sensors to assess physiological parameters. The VR stimulation feature
three nature videos and was tested on 37 healthy participants in the ICU. Heart rate, blexligre

and respiratory rate significantly decreased during the atasmial stimulation. However, the decrease

in eye movement data over time was very small and not significant. Fixation/saccade ratio was
decreased when no visual target was presented, otiitg enhanced visual search and reduced visual
processing. Overall stimulation had a strong relaxing and calming effect and the visual search activity
was reduced when given attention to a target.
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The influence of contextual rules on object interactioasd spatial

representations: a virtual reality investigation
Dejan DraschkowMelissa L-H. V&

Scene Grammar Lab, Goethe University Frankfurt, Germany
draschkow@psych.ufffankfurt.de

28 Ay@SadA3ariSR (KS AyTFTtdzSyoOS 2F 3ISySNIt &0SyS
interactions with objects, as well as the detail of spatial memory representations formed during these
interactions. In Experinte 1, participants arranged virtual objects consecutively in sixteen rooms. In
half of the rooms participants arranged objects in a meaningful way (e.g. placing a pot onto a stove),
whereas in the other rooms the objects had to be arranged chaoticallysiibsequent, unannounced,

free recall task location memory was assessed by asking participants to rebuild these rooms. Explicit
location memory was better for syntactically consistent compared to inconsistently placed objects. The
instruction to place olgcts chaotically lead to longer interaction with objecteneasured as object
grabbing time. In Experiment 2, participants had to build eight rooms in the same fashion as in
Experiment 1, yet this time a surprise search task followed. Participants etthected for objects

within the rooms they had built, or within rooms arranged by participants from Experiment 1. Search
was speeded for consistently placed objects, especially for objects placed by participants themselves.
Our results suggest that contexlviolations, even when séifflicted, lead to differential objeet
interaction behavior, as well as a decrease in memory performance.

Advances in the research of anxiety and anxiety disorders using virtual reality
Bastian Séhncher?, Mathias Mulle??, Paul Pauli
1Department of Psychology I, Biological Psychology, Clinical Psycholoy, Psychotherapy; University
Wiirzburg Germany
2VTplus GmbH, Wiirzburg

Virtual reality (VR) is an effective and ecologically valid tool for psychological research. Byofeans
computer generated interactive environments, users can be immersed into virtual worlds. These
environments are under full experimental control and therefore offer unigue means to investigate
human behavior in well controlled studies. In addition, VRigstallow for the assessment of multiple
behavioural and psychophysiological responses, such as tracking of &udiyeye movements, and
measurements of skin conductance, electromyography and the cardiovascular system. Next to the
application on fundamentaresearch, the investigation of treatment methods, for instance mental
disorders can highly benefit from VR as a research tool. In the field of anxiety and anxiety disorders, VR
has been successfully used in the framework of exposure therapy and to&uatixtual conditioning

as a model for sustained anxiety. Both approaches will be discussed.
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Research on cognitive architecture of human motor performance and its

application in VR environments
Thomas Schaék, Kai Essig
INeurocognition and ActionBiomechanicsResearch Group, Faculty of Psychology and Sport
Sciences, Bielefeld Universitgermany
2Center of Excellence "Cogpnitive Interaction Technology" (CITEC), Bielefeld University, Germany
thomas.schack@ubielefeld.de

First | will examine the cognitive architecture of human motor performance and show that Basic Action
Concepts (BACs) have been identified as major building blocksepresentation level. These BACs

are cognitive tools for mastering the functional demands of movement tasks. Research showed that
not only the structure formation of mental representations in letegm memory but also chunk
formation in working memory arbuilt up on BACs and relate systematically to movement structures
and gaze behavior. Then | will discuss challenges and issues that arise when we try to replicate comple
movement abilities in the context of interactive technical systems like virtualtyedlhe research
results on mental motor representation combined with the measurement of eye movements cannot
only help to understand the cognitive background of motor performance, they also provide a basis for
building intuitive interfaces for artificiatognitive systems that are able to learn from the user. This
knowledge of how mental representation structures are formed, stabilized and adapted in daily actions
enables a coach or technical system (e.g. intelligent glasses and virtual coaches) to mfivieksal

users concerning their current level of learning and performance, and to shape instructions to optimize
learning processes and maximize performance.

Using closedoop-VR to probe human visuomotor control
Constantin A. RothkopfHuaiyong ZhapJdulia FrankensteinDavid Hoppe
TU Darmstadt, Germany
rothkopf@psychologie.tarmstadt.de

Virtual reality allows generating interactive environments for studying visuomotor control strategies.
The statistical relationships connecting task relevant variables, visual display, and the consequences o
actions are under the control of the experiment This allows a tight control of the variables relevant

for human visuomotor control and it also allows manipulating these relationships leading to
contingencies that may have never been experienced by participants before. We will present a number
of studies that are all targeted at elucidating the visuomotor control policies employed by human
subjects in the context of optimal control under uncertainty. E.g., we address the three strategies that
have been proposed for locomotor interception. While therguit strategy keeps targdieading
constant at zero, the constant targéeading strategy keeps targéeading constant at a certain value

and the constant bearing strategy keeps the target at a constant bearing angle relative to an allocentric
referenceaxis. Testing these strategies in tasks where participants controlled only locomotion speed
along a fixed straight path makes it impossible for subjects to use the pursuit strategy, and it does not
allow discriminating between some strategies. We show howse VR to test which strategy humans
may use by systematically manipulating perceptual and control uncertainties.
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Thematic Session: Pupillometry
Room 2(HS 32 K.11.23)

2 KlFGQa 322R lo2dzi oA LizLAf &K
Sebastiaan MathatYavorlvanov
University of Groningen, Netherlands
s.mathot@cogsci.nl

The pupil light response is believed to reflect a tradebetween visual acuity (small pupils see sharper)
and sensitivitylarge pupils are better able to see faint stimuli); that is, pupils take on the smallest size
that still allows sufficient light to enter the eye. But why then do pupils dilate when we get aroused,
apparently perturbing this delicate tradeff? We hypotheied that the optimal pupil size depends on

the situation; specifically, we hypothesized that small pupils are best for calm, focused behavior,
whereas large pupils are best for vigilance. To test this, we asked participants to perform one of two
tasks: dscrimination of a fine tilted grating in central vision (a model of calm, focused behavior); or
detection of a faint stimulus in peripheral vision (a model of vigilance). We manipulated pupil size by
varying ambient luminance, while keeping the luminanéehe taskrelevant stimuli constant. We
found that discrimination performance did not systematically depend on pupil size; however, detection
performance was much better when pupils were large. This suggests that pupil dilation in response to
arousal is ot, as is often suggested, a nonfunctional epiphenomenon; rather, it optimizes vision for
vigilance.

Attention in visual periphery: Evidence from pupillometry
Andreas Brochéi Raphael HarbecKe Stefanie Hiittermanh
University of Cologne, Germany;
2German Sport University Cologne, Germany
abrocher@unkoeln.de

We used an Attention Window Paradigm with pupil size as dependent measure to study attention in
visual periphery. In Experiment 1, tridtecluded cue stimuli that were briefly (300 ms) presented at
one of five different angles left and right to eye fixation (12.5°, 20°, 27.5°, 35°, 42.5°). Cues consisted of
zero to four black or white triangles and circles. At each trial, participants eduht white triangles

in the cues simultaneously presented to their periphery. Response accuracy decreased with increasing
angle, p < .001. More importantly, however, pupil size increased with increasing angle, p = .001. In
Experiment 2, using the samegign as in Experiment 1, but only the angles 12.5°, 27.5°, and 42.5°,
participants either counted the white triangles (attention) or reported whether or not stimuli appeared

in their periphery (detection). The attention condition replicated Experimentrid, rucially, the
increase in pupil size was much larger in the attention than the detection condition, p = 027. Our
findings open the possibility of testing attention in visual periphery in the absence of an explicit task

related to the periphery. Suchpmaradigm might be appealing to any researcher working on breadth of
visual attention.
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Pupil Sizes Scale with Attentional Load and Task Experience in a Multiple Object

Tracking Task
Basil Wahn, Daniel P. Ferrfs David W. Hairstof) Peter Konig*
linstitute of Cognitive Science, University of Osnabriick, Osnabriick, Germany, Germany;
2Human Neuromechanics Laboratory, School of Kinesiology, University of MighAgemArbor, MI,
United States of America;
3Human Research and Engineering Directordt&. Army Research Laboratory, Aberdeen, MD,
United States of America;
“Department of Neurophysiology and Pathophysiology, Center of Experimental Medicine, University
Medical Center Hamburgppendorf, Hamburg, Germany
bwahn@uos.de

Previous studies demonstrated that attentimemanding tasks modulate pupil sizes. However, to date,
researchers have not investigated how attentional load, task experience, and task performance relate
to pupil sizes. Here, we investigatémw these factors affect pupil sizes in a visuospatial task. To
manipulate attentional load, participants covertly tracked between zero and five objects among several
randomly moving objects. To investigate effects of task experience, participants pedotinee
experiment on three consecutive days. We found that pupil sizes increased with each increment in
attentional load. With increasing task experience, we found systematic pupil size reductions. We
compared the model fit for predicting pupil size modigets using attentional load, task experience,
and task performance as predictors. We found that a model which included attentional load and task
experience as predictors had in terms of the Bayesian information criterion the best model fit. Notably,
addingtask performance as a predictor reduced the model fit. Overall, these results suggest that
pupillometry provides a viable metric for precisely assessing attentional load and task experience in
visuospatial tasks.

Raven revisited: Fixatiomelated EEGlpha frequency band power and pupil

dilation unravel fluctuations in cognitive load during task performance
Christian Scharingé#?, Peter Gerjets?
LeibnizInstitut fir Wissensmedien Tibingen, Germany;
2Fachbereich Psychologie, Universitét Tubingern@ny
c.scharinger@iwntuebingen.de

The Raven Matrices test consists of sets of abstract visual figures each missing a specific part. For ea
figure, participants have to identify the one patteaut of a set of possible solutions shown on the
same screen that correctly completes the figure. In the present study using combined EEG -and eye
tracking we were interested in a) a stimullecked data analysis, examining the overall fluctuation of
cognitive load (CL) over the course of processing Raven figures, and b) a fiedaite data analysis,
comparing CL for fixating different areas of interest (AOIs). The EEG alpha frequency band power an
pupil dilation served as measures of CL. The stirloltieed data analysis revealed increased CL (i.e.,
increased pupil dilation and decreased EEG alpha power) during the course of working on the Raver
figures. The fixatiomelated EEG data analysis revealed that viewing the correct solution led to
increased Célready during initial viewing. CL was low when initially viewing the AOI of the missing part
of the figure (i.e., where the integration process has to be performed) and then increased. Pupil dilation
data partly supported the outcomes of the EEG data.Wllediscuss these results with a specific focus

on methodological challenges.
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Towards pupiassisted target selection in natural environments
Christoph StrauchGreiter LukasAnke Huckauf
Ulm University, Germany
christoph.strauch@umpillm.de

Assisting input commands via pupil dilation has been demonstrated in preliminary reports. However,
practical usage of such input is stiibatable, especially due to the low specificity of signal variations,
e.g. through changes in brightness. To critically examine usage and usability of pupils assisting in
selection, we implemented and evaluated an onscreen keyboard. Letters were todu¢eskVia a 1.5

s dwelitime, which could be lowered to 730 ms, if a dilation of 0.04 mm within 360 ms and a
subsequent constriction of 0.7 mm within 360 ms had been detected during théxation. The screen

and the eye tracker were situated next to angow in a user study. 21 users were able to type using
pupil-assisted target selection (PATS). Words per minute were slightly lower than those reported for
dwelktime. Over 90% of selections were speeded up via pupil. Diameter changes throughout the
speling operation showed an interindividually consistent dilation and constriction, which was however
shifted in temporal phase and amplitude. Data suggest that improving the selection algorithm is still
possible which might further enhance PATS. Implicatimnthe current findings, e.g. for variations
revealing user intent, are discussed, indicating a huge potential for pupil assisted interaction.

CHAP: An Open Source Software for Processing and Analyzing Pupillometry

Data
Ronen Hershmat?, Noga Coheh Avshai Henik+
Department of Cognitive and Brain Sciences,-Bemnion University of the Negev, BeBheva, Israel;
?Zlotowski Center for Neuroscience, Béurion University of the Negev, BeBheva, Israel;
3Department of Psychology, Columtiaiversity, New York, United States of America;
‘Department of Psychology, B&Burion University of the Negev, BeBheva, Israel
ronenhe@post.bgu.ac.il

Pupil dilation is an effective indicator obgnitive load. There are many available eye tracker systems
in the market that provide effective solutions for pupil dilation measurement, which can be used to
assess different cognitive and affective processes. However, there is a lack of tools faspro@nd
analyzing the data provided by these systems. For this reason, we developed @hrlAPen source
software written in Matlab. This software provides a usgendly interface (graphical user interface)
for processing and analyzing pupillometrytalaThe software receives input of a standard output file
from the Eyelink (EDF file) and the Eyetribe (CSV file) eye trackers and provides bptbcessing

and initial analysis of the data. Our software creates uniform conventions for building anggal
pupillometry experiments, and provides a quick and e@simplement solution for researchers
interested in pupillometry.
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Thematic Session: Learnirend cognitive information processing
Room 3(HS 28 1.13.71)

The use of eye tracker in thdiscrimination of linguistic and image processing

demands in a picturadentification task
Erica dos Santos Rodrigugseticia M. S. CorréaElisangela N. Teixeita
'Pontifical Catholic University of Rio de Janeiro, Brazil;
2Federal University of Cea@razil
ericasr@pueio.br

The processing of object relative clauses (RCs) is particularly hard for language impaired, ADHD childre
and agrammatic patients. The assessment of linguistic abilities is genevaltjucted by means of
picture-identification tasks involving images describing reversible actions. It is not clear the extent to
which image processing contributes to the asymmetry between subject and object RCs as revealed ir
these tasks. An eywmacking experiment was conducted aiming to distinguish linguistic and image
processing demands in a thredternative, forcedchoice sentenceicture matching task. The task
consisted in inspecting a scene while listening to a sentence and clicking on the refietemtomplex
subject/object. 41 adult speakers of Portuguese were tested. The independent variables were image
complexity (complex vs. simple) and type of sentences (subject vs. object RCs) in a 2x2 design. Bot
independent variables provided significamain effects (p<.05) for all dependent variables (fixation
count, total fixation duration and time to first mouse click) and no significant interaction was obtained.
The asymmetry between RCs is maintained in the simple image condition but complex images
presenting reversible acteaction-object relations add to the overall processing cost. Methodology
implications for the assessment of the comprehension abilities of language impaired and ADHD subjects
are discussed.
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Using eye movements to measumdnscious and unconscious linguistic

knowledge
Aline Godfroid, Jieun {Irene} Ahh Patrick RebuschéatZoltan Diene%
IMichigan State University, United States of America;
2Lancaster University, United Kingdom;
SUniversity of Sussex, United Kingdom
godfroid@msu.edu

An important question in the language sciences is whether adults, like children, can develop
unconscious or implicit linguistic knowledge (Rebuschat, 2015). Research in this area has relied largely
on offline measures, leaving retiine cognitive processes mostly unexplored. To address this issue, we
triangulate realtime eyemovement data with two offline awareness measures (retrospective verbal
reports and source attributions) and answer the questof whether eye movements during reading
foreshadow the type of linguistic knowledge that develops later. EightyEnglish speakers were
exposed to an artificial language with English words and German syntax (Rebuschat and Williams,
2012). Participarst completed a training phase and a surprise grammaticality judgment test. Their eye
movements were recorded throughout the study. Of interest was whether they would acquire
conscious and/or unconscious syntactic knowledge. Training data showed all ggaupesl over time
(decreasing sentence reading times and fixation counts); however, only participants who developed
conscious knowledge had elevated regression rates (compare Godfroid et al., 2015). Next in this
ongoing project, we will analyze eygovementdata from the grammaticality judgment test. We will
discuss the benefits of triangulating offline and online measures, includingneyement recordings,

to study grammar acquisition and identify possible -eyevement markers of implicit knowledge.

Animk O& | yR OKAf RNByQa 2yftAyS LINROSaaAy
Ross G. MacdonatdLudovica Serratrice Silke Brandt, Anna Theakstoh Elena Lieveh
University of Manchester, United Kingdom;
2University of Reading, United Kingdom;
3University ofLancaster, United Kingdom
ross.macdonald@manchester.ac.uk
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objectrelative clauses (ORGs,i KS R23 GKFd GKS OFd OKFaASRéOLI o dzi
presence of an inanimate head2 dzy @ 2 S Ay @SaGA3IF SR (KS AyTtdsSyoOS
processing of SRC and ORC sentences.-€igtty children (aged 4¢5;5) listened tosentences that

varied in the animacy of the heatbun (Animate/Inanimate) and the type of relative clause used
(SRC/ORC). Concurrently, while eye movements were monitored, participants saw two images
depicting the same two agents, carrying out reversedosxst (e.g. dog chasing cat/cat chasing dog) and

were asked to choose the picture matching the sentence using a-getieAs expected, children were

significantly more accurate with ORCs with an inanimate he@eh rather than an animate heaabun.

Howeverd dzNIINR A Ay 3If &3 F2NJ {w/aX FFGSNIGKS 2yasSi 2F (K
looks more quickly to the target in the inanimate rather than animate condition, suggesting greater
anticipation for a SRC with inanimate headuns. This mabe due to surprisal at inanimate objects
FOlGAYy3a 2y FyAYLFHiSad wS3IFNRfSaa 2F (GKS Ol dzaSx 2dzNJ |
clauseonset do not predict performance.
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Can the Eydlind Connection Be Broken in the Visual Wolkhradigm?
Anastasiya LopukhingAnna Laurinavichyute
INational Research University Higher School of Economics, Russian Federation;
2National Research University Higher School of Economics, Russian Federation; University of Potsdar
alaurinavichute@hse.ru

Visual world studies demonstrate that auditory linguistic cues trigger saccades to the referent (Huettig
et al.,, 2011; Knoeferle and Guerra, 2016). Interestingly, eye movement expésinmremaintained
fixation show that participants can effectively suppress their saccades (Kowler, 2011). We investigated
to what extent referential relationships (nouns and pronouns) determine eye movements. We
conducted two visual world experiments withé same set of sentences and pictures: in the first, the
participants were implicitly allowed free inspection of the visual scene while listening to a story. In the
second, they were asked to not look at the picture that the narrator was speaking abaitetiond

group of participants lessened saccades to referent pictures @45 SE=0.17, p=0.001).
Additionally, in the second experiment the probability of fixating an object referred to with a pronoun
did not decrease as much as the probability oatiixg an object referred to with a noun (Es0=89,
SE=0.28, p=0.01): the participants were less able to control their eye movements when hearing a
pronoun. Therefore, processing indirect nominations is more effortful, people are searching for more
information and use visual context to determine a referent.

Words and Images: Information Distribution in Comic Panels
Clare Kirtley, Benjamin W. Tatléy; Christopher Murray, Phillip B. Vaughah
University of Aberdeen, United Kingdom;
2University ofDundee, United Kingdom
clare.kirtley@abdn.ac.uk

While we encounter information presented by both words and images everyday, there is very little
research into how readers prioritise and acquire the infatimn simultaneously from the two
modalities. Previous work has found that readers prioritise text over images, and do not make frequent
movements between the text and image regions. However, this earlier work does not consider how the
distribution of infamation between the word and image regions might affect how regions are
LINA2NRGAT SRO | aAy3d al/ f 2 datageicombimatio fod condichpanel€) vei S =
presented participants with different versions of single panels in which the texbkad adjusted to
create the required relationship with the image. Experiment 1 showed that the number of words in the
panel, along with comic reading expertise, were the strongest influences on fixations and exploration
strategies. In Experiment 2, whereowds per panel was controlled, the informational relationship
between text and image influenced time spent on both text and image, and how readers explored the
two regions. Furthermore, words and images were not processed separately: each region influenced
inspection of the other. Text directed readers to necessary regions of the image, while the image
enhanced the meaning of the text.
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Eyemovements in wordless picture stories: Search for comprehension during

bridging inference generation
John P. Hutsoh Joseph P. MagliarfpLester C. Loschky
Kansas State Universitynited States of America;
2Northern lllinois UniversityUnited States of America
jphutson@ksu.edu

Reading studies have shown a wide rangeafprehension effects on ey@movements, but film and
picture story studies have shown only modest effects. This study investigatetheyements in
wordless picture stories during bridging inference generation. We induced bridging inference
generation by manipulating ellipses in-Bnage target episodes embedded within narratives. In those
episodes, half the participants saw the fulilBage episode, while the other half missed the middle
image showing a highly inferable action. Magliano et al. (2016) shawatgarticipants in the ellipsis
condition inferred the missing action when viewing the third image, and produced longer viewing times.
The current study added eyteacking to test two competing hypotheses to explain the longer viewing
times: 1) Computaodnal Load: Inference generation increases fixation durations due to computational
load. 2) Visual Search: Inference generation drivesregeements through search for inference
relevant information, producing more fixations. Results: Ellipsis trial paatts made more fixations,

but fixation durations were similar to neellipsis trials. We compared fixation heiaps to inference
informativeness heamaps developed in a separate experiment. Ellipsis trial participants fixated more
inferenceinformativelocations. Thus, results supported the Visual Search Hypothesis. During bridging
inference generation, participants made more ep@vements to search for information to aid drawing
inferences.

Thematic Session: Reading: Corpus analysis and text processing
Room 4(HS 26 1.13.65)

Russian Sentence Corpus
Anna Laurinavichyutg Irina Sekering Kristine BagdasarydnSvetlana Alexeeva
INational Research University Higher School of Economics / University of Potsdam, Germany;
2City University of New Yarkinited States of Ameriga
3St. Petersburg UniversitRussia
annlaurin@gmail.com

We present a corpus of eyteacking data from 96 individuals reading 144 Russian sentences, analogous
in design and structuréo the Potsdam sentence corpus (Kliegl et al. 2004). Russian language utilizes
an alphabetic script and has rich inflectional morphology. We expected theneyement measures

to pattern with those reported for other alphabetic languages, as well as tbrfiorphologyrelated
effects. We replicated the main effects found in other languages: reading times in Russian corpus
decrease with increase in frequency and predictability, and increase with increase in word length. In
addition, increase in the upcomingord's length decreases reading times on the current word. With
respect to morphological influence on the eygvements, we found that, as in Finnish (Hyona et al.
1995), inflected word forms take longer to read than 'base’ word forms. Research on fericedsing

has established that verbs are more difficult to process than nouns (Bassano 2000; Szekely et al. 2005;
Crepaldi et al. 2011), and we found that gaze durations and total reading times were significantly longer
for the verbs than for the nouns.d\difference was found in reading morphosyntactically ambiguous
and unambigouos words, perhaps while this type of ambiguity is effectively eliminated by the context.
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PoCoCo: An eymovement corpus of graphic novel reading
Jochen LaubrockSven HohensteirEike Richter
University of Potsdam, Germany
laubrock@unipotsdam.de

Much of eye tracking research has been devoted to reading and gmenception, but little is known

about how these tasks interact. Comics and graphic novels present an ideal testbed for theories of
information integration. Here we present a corpus of eye movements while reading comics. The first
edition of this corpus, &CoCel, is based on eye movements collected from 100 readers reading
passages from six graphic novels. The material is annotated with respect to several variables such a
panel location, location of speech bubbles, captions, and text; a more detailedimtést of the
material in terms of various visual features extracted from computer vision methods is underway. First
analyses suggest that by far the largest share of time is spent on reading text. Attention appears to be
allocated towards the image comein quite a topdown fashion: main characters and stemsjevant

items are selected first, and little information is devoted to the background. Peripheral vision appears
to be used to select information in upcoming panels, and effectively guide thetgain¢eresting
regions. A planned second edition, PoC&Cwiill represent eye movements from a smaller number of
readers on a much wider selection of material.

A Crosslinguistic Investigation of Eye Movements During Reading
Denis Driegh&g Jukka Hydnd Xin L¥, Guoli Yad Xuejun Baj, Simon Liversedde
tUniversity of Southampton, United Kingdom;
2University of Turku, Finland;
STianjin Normal University, China
d.drieghe@soton.ac.uk

Reading is a complexsually mediated psychological process, and eye movements are the behavioural
means by which we encode the visual information required for linguistic processing. Recently, Frost
(2012) has argued that establishing universals of process is critical ttetlopment of meaningful,
theoretically motivated, crosinguistic models of reading. To investigate universality of representation
and process across languages we examined eye movement behaviour during reading of very
comparable stimuli in three langgas, Chinese, English and Finnish. These languages differ in
numerous respects (character based vs. alphabetic, visual density, informational density, word spacing
orthographic depth, agglutination, etc.). Despite fundamental visual and linguistic ditfesein the
orthographies, statistical models of global reading behaviour (e.g. total sentence reading times) were
strikingly similar, and thus, we argue that their composition might reflect some universality of
representation and process in reading (Lsexge, Drieghe, Li, Yan, Bai & Hyon&, 2016). In this talk, |
will discuss findings from analyses of local eye movement behaviour on specific target words, which
show patterns that differ considerably across languages reflecting differences in termsuigtimgnd

visual density.
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Fluctuations in cognitive engagement during reading: Evidence from concurrent

recordings of postural and eye movements
Johanna K. KaakinénUgo Ballengheif)y Geoffrey Tissiéf Thierry Baccind
tUniversity of Turku, Finland;
2University of ParisFrance
SLUTIN laboratoriesrance
johkaa@utu.fi

In the present study, thirtghree participants read an expository text with a specific task in mind while
their eye and postural movementsere concurrently recorded. After reading, readers were asked to
recall the text. The results showed that readers spent longer total fixation time and had better memory
for taskrelevant than irrelevant text information. Individual fixation durations, h¢aescreen distance

and the speed of head motion decreased more for relevant than irrelevant text segments during the
course of reading. The results support the dynamic engagement hypothesis: there -indaskd
fluctuation in cognitive engagement duringading. Moreover, the results suggest two types of
engagement processes: transient and sustained engagement. The former refers to fast, momentary
changes, whereas the latter refers to slower changes in the level of engagement observed across the
readingtask. The novel combination of eye and postural movement recordings proved to be useful in
studying cognitive engagement during reading.

Auditory distraction by meaningful background speech during reading
Martin R. VasileY, Simon P. LiversedgeDanielRowar?, Julie A. Kirkby Bernhard Angele
Department of Psychology, Bournemouth University, United Kingdom;
2Department of Psychology, University of Southampton, United Kingdom;
3Institute of Sound and Vibration Research, University of Southampioited Kingdom
mvasilev@bournemouth.ac.uk

Most of reading research has been conducted in a quiet andaeelirolled environment. However,
everyday reading rarely occurs in such conditions, as reatersften exposed to different noise and
speech sounds in the background. Previous behavioural studies have suggested that reading and
proofreading performance may be negatively affected by meaningful background speech, but the
evidence is mixed. Inthe$ra Sy i adGdzRexr S NBEO®dBERhiledhdyIvdred A LI y § &
reading single sentences in four background sound conditions (presented at 60 dBA): silence, pink
noise, Mandarin speech and English speech. Additionally, in each sentence, there wget avtad

whose lexical frequency was manipulated. Meaningful (i.e., English) speech prolonged the total reading
time of the sentences compared to silence. This was mostly due to making mogadiag fixations.
Additionally, English speech resulted igrsficantly more rereading fixations and greater regression
probability compared to Mandarin speech, thus suggesting that auditory distraction by background
speech is mostly semantic in nature (Martin et al., 1988). There were no significant interastibns
lexical frequency, which shows that meaningful speech did not interfere with the lexical access of
words. These findings suggest that distraction by meaningful speech occurs mostly in the later stages
of sentence integration.
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Eyetracking data analyis using hidden serdMarkovian models to identify and

characterize reading strategies
Brice Oliviet?, JearBaptiste Durand?, Anne GuérirDugué, Marianne Clausél
nria, France;
2Laboratoire Jean Kuntzmann, France;
3Gipsalab, France
briceolivier1409@gmail.com

Textual information search is not a homogeneous process in time, neither from a cognitive perspective
nor in terms of eyemovement patterns (Simola, 2008). The reseaotijective is to analyze eye
tracking signals acquired through participants achieving a reading task and simultaneously aiming at
making a binary decision: whether a text is related or not to some theme given a priori. This activity is
expected to involveeveral phases with contrasted oculometric characteristics, such as normal reading,
scanning, careful reading, associated with different cognitive strategies, such as creation and rejection
of hypotheses, confirmation and decision. We propose an analydiaidriven method based on
hidden semiMarkov models (Yu, 2010), composed of two stochastic processes. The former is observed,
and corresponds to eymovement features over time, while the latter is a latent sevtarkov chain,

which preconditions the fst process, and is used to uncover the information acquisition strategies.
Four interpretable strategies were highlighted: normal reading, fast reading, careful reading, and
decision making. This interpretation was derived using the model properties subhell times, inter

phase transition probabilities, and emission probabilities, which characterize the observed process.
More importantly, model selection was performed using both, information theory criterion and some
covariates, used to reinforce theterpretation.
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Symposium: Interpreting and using visualizations of eye movements to improve task performance and
learning
Room 1(HS 14 M.10.12)

Searching with and against each other
Diederick C. Niehorstéy TimH.W. Cornelisse¥, Ignace T.C. HoogeKenneth Holmquist
1Lund University, Lund, Sweden;
2Goethe University Frankfurt, Frankfurt, Germany;
SHelmholtz Institute, Utrecht University, Netherlands;
“North-West University, South Africa
diederick_c.niehorster@humlab.lu.se

Although in real life people frequently perform visual search together, in lab experiments this social
RAYSyarzy Aa GeLAOFtte fSTG 2daid /2tt1 62NrGABS &S
to behighly efficient (Brennan et al. 2008). Here we aim to extend prior findings to competitive search.
Participants were instructed to search a grid of Gabors for a target while beirgaajed. Participants

completed three conditions: individual, collabtikee and competitive search. For collaboration and
competition, searchers were shown in re@he at which element another searcher was looking. To

promote collaboration or competition, points were rewarded or deducted for correct or incorrect

answers. Edy in collaboration trials searchers rarely looked at the same elements. RTs were roughly

halved compared to individual search, although error rates did not increase. This indicates searchers
formed an efficient collaboration strategy. During competitioredap increased earlier, indicating that

competitors divided space less efficiently. Participants also increased their rate of inspecting search
elements and found targets faster than during the collaboration condition, without making more errors.

We condude that participants can efficiently search together when provided only with information
Fo2dzi GKSANI LI NIySNDRa 3IFT S LRaAGAZY D [/ 2YLISGAy3a &8
clear strategy.
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